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Services

Fix¢ Fixed error when a client connector hosts a WSDL with schemas thaircémiport directives, and
one or more of the import directives do not include a schemalocation attribute. The client connector
would fail to start and show the following exception in its log file:

Starting Client Connectorckent connector name generagd the following error.
System.NullReferenceException: Object reference not set to an instance of an object.

at NeuronEsbh.Server.Runner.ESBClientConnector.GetWsdISchemas(XmlSchema schema, List'1&
wsdISchemas, Int32& xsdCounter)

Workflow

FIX¢ ExecuteProcess Actity generates aNullReferenceExceptionlf a workflow has an ExecuteProcess
Activity and the Neuron Process that it executes hits a Cancel Process Step, the workflow would abort
with a NullReferenceExceptioNow the Result returned to the ExecuteProcess Activitybeithull in

the event the Cancel Process Step executes as opposed to throwing the NullReferenceException

Adapters

FIX® MSMQ Adapter generates format name error - The addition of auditing a failed message in build 3.7.0.851
introduced a bug. As part of that previous feature, we attempt to read the QueueName property of the queue we're
reading the message from. In some cases, that can throw the following error due to elevated permission
requirements:

Exception occurred reading the queue FormatName:Direct=0S:ITSTILLPAPPBETWrivate$\masterdata. The
specified format name does not support the re quested operation. For example, a direct queue format name
cannot be deleted.

System.Messaging.MessageQueueException (0x80004005): The spdeifl format name does not support the
requested operation. For example, a direct queue format name cannot be deleted.

at System.Messaging.MessageQueue.GenerateQueueProperties(

at System.Messaging.MessageQueue.get_QueuePath(

at System.Messaging.MessageQuea.get QueueName]

at Neuron.Esb.Adapters.MsmgAdapter.ProcessReceivedMessage(Message msmgMessgge

Neuron 3.6.0.1359

Workflow

FIX¢ ObjectDisposed Error thrown with Execute Process Actilfity workflow contained an
ExecuteProcess activity, there is the possibility of a ObjectDisposed exception occurring when the
activity is executed. Thehance of this occurring is higher with more concurrent workflow instances
(threading related).



Security
FIX¢ SSL calls could fgilThis was a bug introduced with build 3.6.0.1348hen making SSL related
calls through a REST based adapter (Salesforc&@grvice Connector, the following errors may occur:

System.lO.IOException: Unable to read data from the transport connection: A connection
attempt failed because the connected party did not properly respond after a period of time, or
established conneath failed because connected host has failed to respond.

at System.Net.Security. SslIStream.EndRead(lAsyncResult asyncResult)
Or
System.NotSupportedException: The requested security protocol is not supported.

at System.Net.ServicePointManager.Validem8ityProtocol(SecurityProtocolType value)
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Business Processes

FIXc Audit Step throws Null Reference when Testighen a Business Process used an Audit Step.
during testing in the Process Designer, if a user tested the Business Rradégke times, any test after
the first one would fail with a null reference exception.

FIXc Audit steps exceeds pool sizi the Audit Step, the Maximum Instances for Pool Management
may sometimes be exceeded during high concurrency (i.e. whenpheultireads are executing the
same Business Process object).

Adapters
MODc File Adapter Error HeadefAdded the folder path information to the error header that gets
written if an error is thrown in publish mode.

MODc File Adapter multiple instances cegad the same filg The exclusive lock was ignored so the
adapter could process duplicate files if more than one instance of the adapter was running in the
environment.

FIX- Salesforce Adapter timeoutRest calls would timeout earlier than the configdémeout setting.
Neuron 3.6.0.1346

Business Processes

FIX- Service Endpoint Process Stepixed bug when dynamically setting which service connector is
executed by the Service Endpoint Process Step using the property Context.Data.Header.Service. If the
process step was configured with a Service Endpoint selected in the dropdown list, the value set in
Context.Data.Header.Service would be ignored.



Neuron ESB Explorer
FIX- Identity Server OAuth ProvideEnabled the Test function when you ameating the OAuth
Provider in Neuron Explorer.

Services

FIX- OAuth Providers fixed issue related with SSL upgrades to TLSTha. would cause an OAuth
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Workflow

FIXc Unable to Cancel WorkflowFixing issue where workflows would not cancel from Workflow

Tracking in Neuron Explorer if they are in a running state.

FIXc Unable to Cancel WorkflowFixing isse where Execute Process workflow activity would not
cancel if contained within a timeout activity when the timeout occurs.

Neuron 3.6.0.1340

Services

FIX- Azure AD/ADFS OAuth Providen-prem ADFS stopped working with latest updatesould
receive "Unéle to obtain an access toke\uthority validation is not supported for this type of
authority. Parameter name: validateAuthority. This was a bug introduced with build 3.6.0.1327

Adapters
FIX¢ File Adapte When configured for Publish mode aRalling, Polling would not commence. This
was a bug introduced with build 3.6.0.1337
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Adapters

FIX¢ FTP/SFTP/FTPS/ODBC/MQSeries/File AdaptieasThreadAbortException occurred during the
Publish mode of the adapters, the exception nmay trigger the disconnect and offline events of the
endpoint. In that case, the Neuron ESB runtime would still believe the endpoint was alive even though
the polling thread had failed. If the endpoint was configured for single instance mode, this Vadule
prevent the endpoint from starting on the next machine as the current machine would still believe its
alive.

MOD¢ MSMQ Adaptec If an error occurred while publishing an incoming message to a Topic when in
publish mode and the transaction propemyas set to false, the original MSMQ message would not be
preserved. This behavior has been changed so that the message is now audited to the Neuron ESB Failed
Message database.

Services
FIX- Client Connectorg An issue when trying to use a WSDL wititlaema with <import> directives to
schemas stored in the Neuron ESB repository. Previously the referenced schemas would not be ignored,



resulting in problems when trying to import the WSDL in applications like Visual Studio or SoapUI. Now,

when you have &/SDL that references schemas stored in the Neuron ESB repository, you need to
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repository. For example, if your WSDL contains a schema that looks like this

<wsdl:types>

<xsd:schema targetNamespace=" http://tempuri.org/Imports ">
<xsd:import schemalLocation=" ht tps://localhost:8080/test?xsd=xsd0
namespace="http://tempuri.org/ ">
<xsd:import schemalLocation=" https://localhost: 8080/test?xsd=xsd1
namespace="http://schemas.microsoft.com/2003/10/Serialization/ ">
<xsd:import schemalLocation=" ht tps://localhost:8080/test?xsd=xsd2 "
namespace="http://schemas.datacontract.org/2004/07/MyDataTypes ">

</xsd:schema>

</wsdl:types>

You would change it to this:

<wsdl:types>

<xsd:schema targetNamespace=" http://tempuri.org/Imports ">

<xsd:import schemalLocation= esh:tempuri " namespace=" http://tempuri.org/

/>
<xsd:import schemalLocation=" esbh:serialization "
namespace="http://schemas.microsoft.com/2003/10/Serialization/ ">
<xsd:import schemalLocation=" esb:mydatatypes
namespace="http://schemas.dat acontract.org/2004/07/MyDataTypes ">

</xsd:schema>

</wsdl:types>

Where tempura, serialization and mydatatypes are the names of the schemas in the repository.

When an application like Visual Studio or SoapUl try to import the schema, Neilrantomatically
convert the schemalocation attribute values to valid URLs that can be used by the application. To the


https://protect-us.mimecast.com/s/eq-wCVOr6ksl5EMqhEKATz
https://localhost:8080/test?xsd=xsd0
https://protect-us.mimecast.com/s/c50NCXDw40snqgmEfQ6S6w
https://localhost:8080/test?xsd=xsd1
https://protect-us.mimecast.com/s/k04VCZ6yjouMDwzKHRngIL
https://localhost:8080/test?xsd=xsd2
http://schemas.datacontract.org/2004/07/MyDataTypes
https://protect-us.mimecast.com/s/eq-wCVOr6ksl5EMqhEKATz
esb:tempuri
https://protect-us.mimecast.com/s/c50NCXDw40snqgmEfQ6S6w
esb:serialization
https://protect-us.mimecast.com/s/k04VCZ6yjouMDwzKHRngIL
esb:mydatatypes
http://schemas.datacontract.org/2004/07/MyDataTypes
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https://localhost:8080/test?xsd=xsd0

You can also make similar changes inside the referenced schemas. For example, if the ESB schema
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Business Processes

FIX¢ Audit ProcesStep- If Maximum Instances property is set to 1, then the very first time the Business
Process step is run, the message willdudited twice. Subsequent executions would only result in a
single message audit. this was a bug introduced with 3.6.0.1328.

Neuron ESB Runtime

FIX¢ Log Entries may be written to the incorrect log fjl&@here was an issue where the Eventinfo
header onsome warnings and errors could be incorrect. The incorrect header would be for a different
endpoint than the one the event log entry originated from.

Neuron 3.6.0.132 7

Neuron ESB Explorer
FIX¢ Workflow with Switch Activity generates an errordasign timeg The following exception would
popup if a Workflow Definition had a "Switch<T>" activity:

Microsoft.CSharp.RuntimeBinder.RuntimeBinderException: 'object’ does not contain a definition
for 'Count’

FIX¢ MSMQ Memory Leak When querying message counts within the MSMQ management screen in
the Neuron ESB Explorer, a memory would ocdineifuser continually queried for messages when
processing many MSMQ messages. This araude MSMQ to report the flowingerror and

subsequently kill all client channels

Exception: An error occurred while sending to the queue: There are insufficient resources to
perform this operation.-{072824281, 0xc00e0027).Ensure that MSMQ is installed and running.
If you are ending to a local queue, ensure the queue exists with the required access mode and
authorization.

Business Processes

FIX¢ Memory Leak when running ForEach Loop with Large number of regaitus follow exception
could occur when running a large numberre€ords through a foreach loop. This was due to internal
tracking limitations that have been removed:

System.OutOfMemoryException: Exception of type 'System.OutOfMemaoryException' was
thrown.


https://localhost:8080/test?xsd=xsd0

at System.Text.StringBuilder.ToString()
at Neuron.Esb.ESBMesshigader. AddExecutionSegment(String name)
at Neuron.Esb.Internal.PipelineRuntimeHelper.ApplyPipelines

FIX¢ Custom Process Steps throw Serialization Exception when referenced reqotety
PipelineStepDataContractResolver did not resolve typesustom process steps when run remotely

Messaging

FIX¢ Rabbit MQ Topic causes infinite message redelividrgn ESBMessage contained items in the
ESBMessage.Header.RequestHeadersToPregaypgerty and the ESBMessage contained saene

items in the CustmProperties collection, and the ESBMessage was used to create a reply exception
ESBMessage (e.g. a service connector tries to return the reply for an endpoint that does not exist), the
following exception could occur

Exception has been thrown by the tat@f an invocation---> System.ArgumentException: An

item with the same key has already been added.

at System.ThrowHelper. ThrowArgumentException(ExceptionResource resource)

at System.Collections.Generic.Dictionary 2.Insert(TKey key, TValue value, Bddjean

at Neuron.Esb.Internal.MessageConditionContext..ctor(ESBMessage message)

at Neuron.Esb.Internal.ConditionHelper.EvaluateMessageCondition(ESBMessage message,
Condition condition)

at Neuron.Esb.Administration.ESBTopic. TopicMatch(String publisheiSupscription(]

subscriptions, ESBConfiguration config, ESBTopicContext topicContext, ESBMessage message,
Boolean forReceive, Boolean forSend)

at Neuron.Esb.Party.SendMessage(ESBMessage message, Boolean duplicateMessage)

at Neuron.Esb.Party.SendMessage(E&&sige message)

at NeuronEsb.Server.Runner.ESBServiceConnector.<Receive>b__17(ESBMessage x)

at NeuronEsb.Server.Runner.ESBServiceConnector.process(MessageEventArgs e, Action'1 reply)
at NeuronEsb.Server.Runner.ESBServiceConnector.Receive(Object seadgeEMestArgs e)

OAuth Providers
NEWC Active Directory ProviderAdded support to the Active Directory OAuth Provider to use a
certificate for authenticating the token requestor

Neuron ESB Runtime

FIX¢ Neuron Endpoint Host fails to start if machine renannot be resolved to local machinadding

error logging so that if no entries listed in the Machines tab of the Deployment Group can be associated
to the current machine trying to start Neuron, an error will be logdeeviouslyif this situation

occurred, nothing was logged even thoutje endpoint hosts couldot start.

Message Auditing

FIX¢ Sporadic Object Reference Exception occurs when Auditing Mess$biggeing the Audit Process

Step in a Business Process with Maximumaimsgs set to 1, the following exception could occur. The
exception is not predictable or easily replicated and would rarely occur with or without significant load:



System.NullReferenceException: Object reference not set to an instance of an object. at
Neuon.Esb.Pipelines.EsbMessageAuditPipelineStep.MessageAudit.AuditReceive(String subld,
ESBMessage message, Boolean asynchronous, Boolean includeBody, Boolean includeProps) at
Neuron.Esb.Pipelines.EsbhMessageAuditPipelineStep.CallAuditService(Message ARidikaudi

Boolean singlelnstance, PipelineContext'1 state, ESBMessage messageToAudit, ESBClientContext
clientContext, Object currentException, String failureType, String failureDetail) at
Neuron.Esb.Pipelines.EsbMessageAuditPipelineStep.OnExecute(PipelkieCstate)
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Topics

FIX¢ MSMQ Topic throws Null Reference Exception when MSMQ service is unavalfabie MSMQ

Service was shut down, or the MSMQ Server became unavailable, the following error message would be
generated when Neurowould try to reconnect:

Exception occurred when creating the message channel. System.NullReferenceException: Object
reference not set to an instance of an object.
at Neuron.Esbh.Channels.Msmg.MsmqgChannel.GetNetMsmgQueueAddress

Because of this, if thBISMQ server came back on line, Neuron would still fail to reconnect, forcing the
user to restart the ESB Service. This has been corrected.

FIX¢ Rabbit MQ- Party.Connect() was not returning Topic errqi/hen using the Party API, the

Connect() function wuld return a collection of errors if there was an issue connecting to the Topic.

However, if the Topic was Rabbit MQ, the errors collection would not get populated. If the user was not
capturing the OnLine() event or had logging enabled for the Clienti#AdPliser would not know if the

Connect() function succeeded or failed. If the user attempted to Send a message, they would get a
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messages, the client apphtion would never receive any messages successfully published to the Topic

since they were never connected. This behavior has been corrected and now any connection errors will

populate the Errors collection returned by Connect(). This only occurred wdirg Rabbit MQ Topics.

Neuron ESB Explorer

FIX¢ Republishing to Rabbit MQ Topic would &lif a user attempted to republish a message to a

Rabbit MQ Topic from either the Message History or Failed Message report, it would fail with a generic
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<dependentAssembly>

<assemblyldentity name="System.Runtime.CompilerServices.UnsafgliblicKeyToken="b03f5f7f11d50a3a"
culture="neutral" />

<bindingRedirect oldVersion="0.0.0.05.0.0.0" newVersion="5.0.0.0" />

</dependentAssembly>

Additionally, the generic error message has been replaced with the correct underlying error message.



FIX¢ Soution Modified message when Solution is closdfda user opened a solution in Neuron
Explorer, then closed the solution using the File menu option, then modified the solution outside
Neuron Explorer, a change was still detected for that solution eveaghdt was closed. This would
cause a popup to displayed stating the solution has been changed and if the solution should be
reloaded.

Neuron Runtime

MOD- Added SQL Error Code 596 to list of codes we should reti$@heonnection org If Neuron
previousy received the following error message, it would not attempt to retry the connection to
recover

Cannot continue the execution because the session is in the kill state

FIX¢ Environment Variable is not sefThisissuecouldoccur if there are a large number of endpoints
being hosted in a given endpoint host. The error that would occur states that an environment variable
has not been set and would happen if bindings wieeeng used to set properties on any type of

endpoint that supports bindings (if the binding was using an environment variable). Theissmlly

would occur during startup of the endpoint host when all hosted endpoints were being stapted

Neuron 3.6.0.1305

Workflow

FIX¢ C# Editor throws exceptionf a user tried to open a C# class code editor in workflow (i.e. right
click on the activity and select "edit code"), they could run into an error that states that assembly
loading has failed and that thenameration may not execute since the collection was modified.

FIXc VB.NET/C# Code Editor Displays incorrect line nungdexorrect line numbers would be
displayed if a design time error occurred.

FIX¢ VB.NET Workflow Activity errqrThe VB.NET Workfl Activity would through a compile error
anytime when the editor was opened at design time.

Business Processes
FIXc VB.NET/C# Code Editor Displays incorrect line nungdesrrect line numbers would be
displayed if a design time error occurred.

FIX- JSON Schema Validation st&fyhen an exception was thrown in the "Valid" branch, execution
would jump to the "Invalid" branch. This was due to the step catching all exceptions and not just the
invalid schema exception.
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connection string could be used in the case that there is more than one ODBC process step running in

the same Windows process AND one of the ODBC process steps is being called with @ dynami

connection string (i.e. the connection string is passed in on the ESBMessage custom property
"odbc.ConnectionString"). This would cause an exception to be thrown with the message "The



ConnectionString property has not been initialized". The exceptiordwvappear to be thrown randomly
from any ODBC step that did not use dynamic connection strings that ran in the same Windows process
as the ODBC step that did use dynamic connection strings.

Neuron Runtime

FIX¢ Endpoint Host stuck in Starting Staté anEndpoint Host started from a failover, and it contained
a workflow endpoint, then if a user restarted the workflow endpoint from Endpoint Health in Neuron
Explorer, the Endpoint Host would get stuck in the "Starting" state even though it is running.

Neuron ESB Explorer

FIX¢ Neuron ESB Explorer crashes when using C# code edithen editing within a C# code editor
within a Business Process, the Neuron ESB Explorer could run into a condition causing an unhandled
exception to occur and crash the Neur&SB Explorer. The exception that could occur is:
System.InvalidOperationException: Collection was modified; enumeration operation may not execute.

Neuron 3.6.0.1291

Workflow

FIX- Multiple Workflow Instances started for each messagfea workflow hosstarted to experience
exceptions of type "InstancePersistenceException" (which includes "InstanceOwnerException" and
"InstancePersistenceCommandException") and the workflow endpoint was restarted (e.g. from Neuron
Explorer's endpoint health page or upomanging the Neuron configuration), the Workflow Subscriber
would not get cleaned up.

This could lead to messages being received by multiple instances of the subscriber, which could cause
multiple workflow instances to be kicked off for each message redeiv

An "InstancePersistenceException" is usually caused by outages in SQL Server connectivity that persist
for longer than 10 minutes when using the default transient fault handling settings (in versions older
than 3.6.0.1282, it could occur at around fnurtes).

Neuron 3.6.0.128 7

Environment Variables

FIX¢ Environment Variable values with Unicode characters not saved corgttiiye values entered

for an Environment Variable contained specific Unicode characters, they would not be persisted
correctly. Previously, the Neuron ESB Explorer was as@B859-1¢ for encoding rather than Unicode.

This has been modified to only use Unicode encoding. For instance, if a user entered the following value,
41 S a i 6 OOncs the saldtioh had been ssvand reopened, the value would be presented as this:
GiSadoal ORSI 0¢



Business Processes

FIX¢ Binding Change does not enable Apply Environmental Variable Bindings were added or edited
on a Process Step, the activity would not enable the Apply Buttoa.user would have to change some
other property in the property grid before the Apply button would be enabled. This has been fixed.

Runtime

FIXc Log Cleanup At runtime, Neuron ESB will delete log files and log folders that exceed the Log
Retention threshold defined in the Configure Server section of the Neuron ESB Explorer. By default, this
is 10 days. However, Neuron ESB was first deleting the directories and then iterating through and
deleting older individual log files that remained. This couldiitda newer log files be deleted because

the original log folder, though created beyond the threshold, was still the current log folder because
Neuron ESB had not been restarted. Neuron ESB creates a hew Log Folder using a Timestamp only on
startups. Thdogic has been changed to first delete older individual log files in all existing Log
directories. After which all older Log directories which exceed the threshold would be deleted provided
that they did not contain existing log files.

Workflow

FIXg¢ Unabk to update referenced assembly in designer if assembly is upddttedvorkflow code
activity referenced an assembly, then the assembly was updated, users were unable to update the
reference using the workflow designer. An exception in Neuron Explareldwoccur when trying to
manage the assembly references.

Now if the referenced assembly cannot be found or loaded, Neuron Explorer will attempt to find any
version of the assembly in the instance's folder and any subfolders. If found, the user withbave
option to use that assembly and update all references in any code activities. Note that although if the
references are updated, if the assembly is located in a subfolder in the instance directory, the probe
path must still be set in the app's configdeEsbService.exe.config) for any code activity that reference
that assembly.

If no version of the assembly can be found, the user will have the option to remove all references to the
assembly in any code activities.

NOTE: This functionality is only alable if the assemblies are referenced at the workflow level.

FIX¢ Endpoint Host at 100% CPU Utilization on failure of SQL Séihaer endpoint host was hosting a

workflow endpoint and the SQL Server was not available for over 5 minutes, the entdpsirttould

start consuming a lot of CPU and Memory. Additionally, for all Endpoint Hosts that workflows are
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transient errors that is maintained within the Neuron ESB runtime. The SQL error codes that will cause

the SQL Connection to retry using the transient fault handling mechanism are:



40501, 1098, 10929, 10053, 10054, 10060, 10061, 40197, 40540, 40613, 40143, 1225, 1205,
233, 64-2, 20, 53, 9831, 3906

Lastly, the default transientFaultHandling Incremental strategy has been changed to retry for a
minimum of 10 minutes with a 15 max retry coy@b if firstFastRetry is true) and 5 second initial
interval and retry increment (600 seconds at minimum).

FIX¢ Throw with Message Workflow Activityrhe arguments were not marked as required so it could
cause a null exception if no "Messagefjument was supplied. This would occur when a workflow
aborted due to the activity which caused the workflow command to not be removed from the database.
This would cause the workflow to start a new instance after a while since the command would be
consicered "timed out" and set to be reprocessed.

Adapters
MODc¢ The Password property is now visible when Private Key is selected.

Neuron 3.6.0.1277

Runtime
MODc¢ Timers¢ Removed unnecessary stopping of timers withéartbeatinterval routines. This could
have had a negative impact on performance.

MODc Parties would stop reconnecting to management service after 10 miniResviously, all

connected partie would call the central Management Service hosted by ESB Service every 10 to 15
seconds to update its client statistics as well as check for configuration changes. If for whatever reason,
the connection to the management service failed, the Party woutiehapt to continuously reconnect

for up to 10 minutes, logging warnings on each attempt. This has been modified so that the Party will no
long stop attempting to reconnect after 10 minutes. However, after 10 minutes, the Party will only log a
warning everyl5 minutes thereafter, until it successfully reconnects.

MODc¢ Timersg Changed the timer in the TCP channel and Rabbit Channel to use
System.Threading.Timer.

Test Client
FIX¢ Recording duplicate Event Log entr@gghis would occur due to an extra Loggéement in the
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FIXc Null Exception after ESB Service goes doWithe Test Client was Connected to the ESB Service
and theESB service went down for longer than 10 minutes, once it came back up, a null exception would
be thrown if an attempt was made to send a message from the Test Client.

Messaging
MODc¢ TCP Clientwould stop reconnecting after 20 minutedPreviouslyjf a Party was connected to a
TCPTopic and that Topic went offline or down, the Party would attemptdatinuously reconnect for



up to 20 minutes, logging warnings every few seconds. This has been modified so that the Party will no
long stop attempting to reconnect after 20 minutes. However, after 10 minutes, the Party will only log a
warning every 15 mirtes thereafter, until it successfully reconnects.

FIX- Rabbit MQTopics/ Endpoints not recoveringf Rabbit MQ was offline when Neuron ESB was
started up, theTopicswould be marked aBailedin endpoint health However, anglependentAdapter,
Service o Workflow Endpointsvould appeargreen andStartedin endpoint health even though they

had failed to start due to their inability to communicate with the Rabbit MQ TdfdRabbit MQwas

later started up, thelopicsdid not automatically recoveaind return to a Started statel'his was the

same for anyParty, Adapter Endpoint, Service Endpoint or Workflow Endagsisbciated with thd opic
i.e. They did not auto reconnect to the Rabbit MQ Topince thaunderlyingTopicwould never have
been connected t@n the original startuponce Rabbit was started, the endpoints would not attempt to
reconnect.Additionally, if someone attempted to send a messdgehe Topi¢ Neuronwould think the
clientwas connected when it & not...hence they would receive a null exception.

FIXg Null Exception returned on Send when Disconnectéd user attempted to send a message to
Topic via a Party when the Topic was offline, a null exception would be returned. Now the useravill get
message indicating that the Party is not currently connected to the Topic.

Services

FIX- Null Exception returned when sending a request to Client Connedtaruser attempted to send a
message to the URL hosted by a client Connector when its cosiJimpic was offline, a null exception
would be returned, including the entire stack trace. Now the user will get a message indicating that the
Party is not currently connected to the Topic without the stack trace.

Monitoring
FIX¢ Endpoint Health not reading some Workflow Errorsif there were errors and warnings
generated at startup, they may not have been reflected in Endpoint Health.

FIX¢ Workflow Endpoints would not reflect issues if dependent Topic went offlifiche dependent
Topic for a Worltow Endpoint went offline, or the workflow failed to connect to it on startup, the
Workflow would not register any errors or warnings in Endpoint Health and would be displayed as
Started and Green.

Neuron 3.6.0.127 1

Services
FIX¢ HTTP Status Code 42¥ a service endpoint returned a 422, it would cause the following the
error:

'Enum value '422' is invalid for type 'System.Net.HttpStatusCode' and cannot be serialized.

We now intercept that and report it as a 400 HTTP Status code



FIX¢ HttpBasic Securitilodel ¢ This is now supported with REST endpoints when using a Username
credential. Previously, we were not creating the necessary HTTP Authentication Header for it.

Workflow

FIX¢ Starting aborted workflow would fail on failover sengWhen usinghe Neuron Explorerif a
workflow was running on a server and it aborted, then an attempt was made to start it on a failover
server, it would not work. Now we send the restart command to whichever server the workflow
endpoint is currently running on (onily the case of primarfailover setup for the endpoint host that
the workflow endpoint is assigned to).

Adapters
FIXc Sales Force AdapteSalesforce adapter was not honoring Send Timeout property. Would default
to 2 seconds instead

MODc¢ NetSuite Adager ¢ The adapter has been updated to use tHRIACSHA2580r all Token Based
Authentication. Previously, thEMACGSHAL algorithmvas used.

Runtime

FIXc Environment Variable to control Enable/Disabléan environment variable was used to control
the emable/disable flag of an endpoint anthat endpoint was hosted within an endpoint host, the
following error would occur:

The<adapter nameailed to start. Error occurred attempting to set the 'Enabled’ property
using the ‘{$lameOfEnvironmentVariajleenvironment Variable. The environment variable
NameOfEnvironmentVariables not been set

Neuron 3.6.0.1264

Workflow
FIX¢ Workflow Performance CountersThere were 2 performance counters that were not being
properly disposed of.

FIX¢ Receive Message nogceiving correlated message on tim€&he Receive Message activity would
not receive the correlated message until the timeout period elapsed that is set in the "Timeout"
property. This occurs if the Workflow was unloaded while waiting for the message.

FIXc Endless loop of Workflow Endpoint during Change ev@&hie workflow endpoint could endlessly
loop upon changing the running workflow definition and then saving the configuration as the updated
configuration was not being properly retrieved for the wibokv's party.

FIX¢ Missing Logging InformationiThe party used by a workflow endpoint would not log anything.

Services
FIXc¢ WebHttp Binding for Service ConnectqrSupport has been enabled for using WebHttp binding in
scenarios where the REST bindinaynfail.
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Services

FIXc Dynamically setting the URL of REST endpoint using OAUI3#hg the Addressing.To property to

dynamically change the URL of a service connector at runtime, if the Service Connector also had an
OAUTHprovider assigned to it, the user would receive an Authentication exception similar to the one
below.

Neuron.Esb.EsbService.RestPolicyStatusException: The REST Service call returned the HTTP
Status Code '401' that violates the established service polESTRPolicy'

FIX¢ Incorrect Service Policy may be executdfla user has more than one Service Policy defined in the
solution and Service Endpoints are bound to the different policies, an incorrect policy may be executed
at runtime.

Business Processes

FIX¢ Debugging Error when using Audit Stdpa user attempted to debug a Neuron business process

in the Neuron ESB Explorer Business Process designer and the process contained an Audit step, the audit
step would fail due to the instance namet being set.

FIX¢ Transform XSLT Process Step honoring xsl:output Encoding atiribhiestep has been modified
to honor the Encoding attribute of the XSL:Output element of the XSLT document.

FIXc Parallel Process Step throws Exceptiamder uncergin conditions, the parallel step may throw a
System.NullReferenceExceptiafter all the steps within all the branches had been executed
successfully. This was due to a thread race condition.

Neuron Update Patch

FIX¢ Patch update would cause failureRuntimec¢ Updated the Patch to include updated Xceed
libraries and as well as the new Neuron.ProcessRunner.exe.config file. These were missing in the
previous patch which would cause the patch to fail.

Neuron Database
MOD¢ Neuron ESB Database CreatioNeuron ESB will no longer set the size of the database file or log
file at creation time.

Neuron 3.6.0.1251

Adapters
FIXc Adapter Policy adding Retriedf an Adapter Policy was set for O retries, at least 1 retry would be
attempted by the runtime. Thikas been corrected.

NEW File Adapter Query ModeA Query Mode property has been added to the File Adapter. This
allows users to create an Adapter Endpoint that can be called via Messaging or directly through a
Business Process which returns one or nfdes read from the folder and matching either the filename



or file extension specifications configured for the adapter endpdihe Query mode supports all the
featuresthat users find orPublish mode (when the File Detection property is set to Pollifigy.
message body returned from the Adapter Endpoint is of typeron.Esb.Adapters.FiléEhis object will
contain a collection ofleuron.Esb.Adapters.DataFdbjects. Each DataFile classlefined as:

public class DataFile
{
public DateTime CreationTimeUtc { get; set;}
public DateTime LastWriteTimeUtc { get; set;}
public string Encoding{ get; set;}
public string  ArchiveFolder { get; set;}
public Byte[] Bytes { get; set;}
public string Text{ get; set;}
public long Length{ get; set;}
public string Name{ get; set;}
public string Path{ get; set;}
public bool ReadOnly{ get; set;}
public bool Binary{ get; set;}
public string Extension{ get; set;}
public string Fullname{ get; set;}
public string Filename{ get; set;}
public bool MetaDataOnly { get; set;}

}

Using a Business Process, The DataFile objects can be iterated through using a For Each process Step.
Below is ayraphic demonstrating a simple process that iterates through each DataFile, publishing each
to a Topic.



Query Files*

/
]

Uses File Adapter Endpoint configured in "Query”
mode to retrieve a set of files from folder.

var processedFiles = Neuron.Esb.Adapters.Files.Deserialize(context.Data.Bytes);
context.Properties|"ProcessedFiles"] = processedFiles.DataFiles;
context.Properties|"FileCount"] = processedFiles.DataFiles.Count;

The above code returns the "Neuron.Esb.Adapters.Files" object which contains a
collection of DataFiles. Each DataFile in the collection contains the bytes or

text of the original file read from the folder by the File Adapter Endpont. It

also includes all the metadata, like filename, size, etc.

—

Loop through each DataFile object in the collection I.e "ProcessedFiles”

T

var file = (Neuron.Esb.Adapters.DataFile)context.Properties["File"];
context.Data = context.Data.Clone(false);

if(file.Binary)

context.Data.Bytes = file.Bytes;

else
context.Data Text = file.Text;

context.Data.SetProperty("file","
context.Data.SetProperty("file","
context.Data.SetProperty("file","
context.Data.SetProperty("file",
context.Data.SetProperty("file","
context.Data.SetProperty("file","
context.Data.SetProperty("file","
context.Data.SetProperty("file","
context.Data.SetProperty("file","
context.Data.SetProperty("file”,"
context.Data.SetProperty("file","

ArchiveFolder" file.ArchiveFolder);
CreationTimeUtc" file.CreationTimeUtc ToString());
Encoding" file.Encoding);

"Extension”,file.Extension);

Filename" file.Filename);
Fullname",file.Fuliname);

LastWriteTimeUtc" file.LastWriteTimeUtc ToString());

Length", file.Length.ToString());
MetaDataOnly" file.MetaDataOnlyToString());
Name" file.Name);

Path" file.Path);

New¢ File Adapter reads for a spécifile (s)¢ Users could only configure the set of file extensions to

look for when the File Adapter was configured for Publish mode. The adapter would then, either

through polling or monitoring of folder events, read the files which matched the extersgiecifications
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FolderEvents) would retrieve all files which matched the list of extensions. However, now the Publish

mode and Query mode of the adapter supparsrieving one or more files (separated by a semicolon),

that match specific full names. For Publish maités feature is ONLY accessible when the File Detection

property is set to Polling, and the File Retrieval Method is set to FileName.

MODc File Adapter Overwrite on ArchiveAn Overwrite option has been added to the archive feature
of the adapter. Previously, if the file name already existed in the archive folder, attempting to move the
file with the same name would throw an error.

MOD¢ MQSeries Adapter Cipher Spedsdded the following additional cipher specs to the MQSeries
adapter and process step:

1 TLS_RSA_WITH_AES 128 CBC_SHA
1 TLS_RSA_WITH_AES 256 _CBC_SHA
1 TLS_RSA_WITH_AES_128 GCM_SHA256



TLS_RSA_WITH_AES_256_GCM_SHA384
ECDHE_ECDSA_ABRS_CBC_SHA256
ECDHE_ECDSA_AES_256_CBC_SHA384
ECDHE_ECDSA_AES_128 GCM_SHA256
ECDHE_ECDSA_AES_256_GCM_SHA384
ECDHE_RSA_AES_128 CBC_SHA256
ECDHE_RSA_AES_256_CBC_SHA384
ECDHE_RSA_AES_128 GCM_SHA256
ECDHE_RSA_AES_256_GCM_SHA384
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Messaging

FIX¢ Parties Not Renewing Topic Connections with changes of Topic Network Progé&iethe most

part, parties would recycle and renew their Topic Connections if they detected that a change occurred in

the NetworkProperties. However, this did not happen in all cases. Now we check each individual
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can use the new Network Properties.

NEWCc¢ Rabbit MQ and Mulflfhreaded Receive Rabbit MQ Topics provide single threaded

consumption of messages swubscribing Partiegut of the box. Thiehavior alsgrovides ordered

delivery out of the box. Previously, the only way to increase throughput would be to creat@leulti

instances of the Endpoint or Party. This would in turn create multiple consumers fouedeHying

queue.ThisKk F R f AYAdGa a AG ¢2dd R faz2 06S ONBIGAy3a 02YL
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value is 5. This will indicate how many threads the Neuron ESB subscriber will use to dispatch messages
received from the underlying consumer. Then can significantly increase subscriber throughput when

using Rabbit MQ based Topics.

Neuron ESB Explorer and Tools

FIXc ImportConfig.exe and Remote Powershell sessigéhen using the invokeommand in

Powershelto execute the ImportConfig command on a remote computer a NativeCommandError would
occur. This has been fixed.

Auditing

FIX¢ Resubmitting Binary Messages falDnce a message has been saved in the Audit system, it can be
retrieved and saved to disk or, resubmitted to an endpoint or publisher through the Message Viewer in
either the History or Failed Message reporting feataféhe Neuron ESB Explorer. If the message was of
type Binary, as in the case of a message from the POP3 adapter that contains attachments, resubmits
would fail with aSystem.Runtime.Serialization.SerializationExcepgiareption. This has been

corrected.
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Health Monitoring

FIX¢ REST API call to ClientConnectors returngg380en a user made a REST API (i.e.
http://{NeuronMachine}:51002/help/index) call to retrieve the list of Client Connectors an HTTP Status
Code of 500 would be returige The specific API is:

VERB: GET
URL: /neuronesb/api/vl/Configuration/{instance}/ClientConnectors

NEW¢ REST API for retrieving Failed and Audited Messaggieew API calls have been added to the

Activity section of the Neuron ESB RESThaBl/({NeuronMachine}:51002/help/indekthat allows

users to return either a single Failed Message or Audited Messages, or a collection of either. A database
updated is required for one of the APldsers must manually run the

UpdateReportingStoredProdares.sqt ONJA LJG f 2 O (i@ Rograryf FilddkeSdedriSetirbndzt W
ESB WSqh T ZrheR@bifl0 APIs are as follows:

VERB: GET
URL: /neuronesb/api/vl/Activity/{instance}/FailedMessage/ID/{messageid}
Returns one or more failed messages that rhatee provided message id for the given instance.

VERB: GET
URL: /neuronesb/api/vl/Activity/{instance}/FailedMessage/Sequence/{sequenceid}
Returns one failed message that matches the provided sequence id for the given instance.

VERB: GET

URL: /neuroneslapi/v1l/Activity/{instance}/Message/ID/{messageid}

Returns one or more Audited messages that match the provided message id for the given
instance.

VERB: GET
URL: /neuronesb/api/vl/Activity/{instance}/Message/Sequence/{sequenceid}
Returns one Audited messaghat matches the provided sequence id for the given instance.

NEW¢ REST API Logging and Exception Shiejdingging has been implemented. All errors and,

Debug, Verbose and Info statements will now be written toNeuronOperationServiefdate}.log file

located in the logs directory of the Discovery Service (default locafibRrogram Files
(x86)NeudesitNeuron ESB ¥®gs. Previously, if an error occurred the entire error and stack would be
returned to the client. Now the client will receive a ssage (i.e. HTTP ReasonPhrase) as well as an HTTP
status code of either 500, 200, 204, or 404. This has been done for the Configuration and Activity
Sections of the REST API.

FIX¢ REST API Configuration Not reflecting current configuratibme configurdon that the REST API
gla £2FRSR G GKS &G NI dzLJ 2F GKS RA&AO0O20SNE aSNDA



restarting the instance, the REST API would still reflect the original configuration that was associated
with the instance onhe startup of the discovery service.

MODc¢ Locking in Audit and Failed Message Repopiftsising the Neuron ESB Explorer to query Audited

or Failed Messages and the existing database has many records and the query is done at a time of active
runtmeaudit y 32X £ 201 Ay3 SNNBNER O2dZ R 200dz2N¥» 2 SQ@S | RRSF
stored procedures to alleviate thislsers must manually run tHépdateReportingStoredProcedures.sq|l
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Auditing

FIXc Custom SOAP Headers Not Stotaithen a message had custom SOAP headers and the message
was audited, the custom SOAP Headers were not being serialized correctly into the Neuron ESB Audit
database.

Runtime

FIX¢ Run As for Endpoint Host throws AccBenied Erroc When attempting to run an Endpoint Host
under specific user credentials (other than LocalSystem) an access denied error would occur. This has
been fixed. However, if ESB Service is running under something other than LocalSystem, the service
account must be given the following permissions in the Security Policy for Windows (LocalSystem
account should have these already). This is now documented in the Readme.html file.:

Log on as a service

Act as part of the operating system
Adjust memory quas for a process
Replace a process level token

=A =4 =4 =

Adapters

FIX- Salesforce AdapteWWhen using the SOAP API, the first call to the APl would call login to retrieve a
session ID that would be used on subsequent calls. The session ID would have an exipirgtiamd

when it expired the adapter would call login again to get a new session ID. The expiration time was
incorrectly being stored as the current time, causing the adapter to believe the session ID had expired
on the next call. The adapter was callilogin for every request sent to the SOAP API. This has been
fixed and the expiration time is being appropriately saved based on the session settings that are set in
Salesforce> Setup>Session Settings.

Neuron ESB Explorer
FIXc Environment Variables If a userchoosesto deleteanenvironment variable, then the values of
the next environment value in the list will be emptied out.
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Adapters

FIX- SharePoint AdapterAddressed issue when the error

GbSdzZNPYy ®9a06d! RFLIGSNBRP{ KI NBt 2Ay i d{ K NBt 2Ay G! RI LI SN
Announcements, WSS returned the following error Message: Column 'xxx' does not exist. It may have
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not others (i.e. a test site vs. production site), when using the same column name. This issue has been
addressed by using the internal column name as set by the SharePoint site.

Service Endpoints

FIX¢ Service Paty REST Status Cod&8hen a REST response with a status code that is listed in the
"Include” list of Http Status codes in the policy contains a body with content, the following exception
would be thrown: "This message cannot support the operation bexz#usas been written.”

Neuron 3.6.0.123 2

Adapters
FIXc Dynamics CRM Plugig#\ddingmissingdMicrosoft.Xrm.Sdk.Workflow.dll 5 & y CRKMASDKa
assembly used bpynamic€CRM Plugins

NEW¢ Rabbit MQ Adapteg Addedsupportfor dynamically setting th&®abbit MQreplyto and
replytoaddress propertiesn outbound messages. The spedifigroperties which can be set on the
outbound Neuron ESB Message @ré K SNB &G NXIljé¢ Aa GKS | RFLIGISNI LINBTAE

rmg.ReplyTo
rmg.ReplyToAddress.thangeName
rmg.ReplyToAddress.ExchangeType
rmqg.ReplyToAddress.RoutingKey

= =4 =4 =

Business Processes

NEWc¢ MQSeriedProcess Step Added the ability to configure therocess stepusing either Username
and Password or SSL. SSL requires that the binding property toeGient. This makes the process step
consistent with the MQSeries Adapter.

Service Endpoints

FIX- Client Connectorg when an incoming SOAP request is routed to a service connector, and the
service called by that service connector returns a SOAP tRaulhcludes custom SOAP headers, the
client connector would not return those custom SOAP headers to the client. This issue has been fixed.
Now, when a client connector is configured to Enable SOAP Headers, it will return SOAP headers that
are includedvith a SOAP Fault that is returned by a call made by a service connector.

FIX¢ Service Policy REST Status Cetléisena Rest Service Policy was configured to exclude http status
codes that WCF considessmmunicationexceptions, the Rest Service Pokeyuld not work correctly.
Now when a status code like 404 is added to the list of excluded http status codes, responses with that



code will be excluded from the policy's retry and failure logic. Also, the Neuron ESB Message Header
FaultType property willow be set to None when the REST Service Policy is set to exclude a protocol or
communication exception.

Logging
FIX¢ Service Connector Logging Inconsistengi8sme log entries could be written to unrelated Service
Connector log files rather than the Sare Connector log file they were targeted for.

FIX¢ Message Audit Log EntriesSome log entries could be written to log files not related to the target
log file.

Neuron 3.6.0.1224

Adapters
FIX- Azure Service Bus Adaptamproved performance when uginbatching in publish mode.

FIX- Azure Service Bus Adapterfiw/hen polling for messages from a queue that has sessions enabled,
an exception would be thrown when there are a large number of message sessions. The exception
would include the text "Theesvice was unable to process the request; please retry the operation."

FIX- SharePoint Subscription Adaptefixed issue where SharePoint returned the error "Column 'xxx'
does not exist. It may have been deleted by another user. This would occur wieenpéitig to
create/update a list item with custom column names.

FIX- SharePoint Subscription Adapteittempting to update an existing attachment in a list may fail.

NEW- SharePoint Subscription Adapteillows the addition of the Neuron ESB messageytasian
attachment when creating a list item.

MOD- REST based Adapteid/hen using a REST based adapter, if an unauthorized exception was
returned by the service being called, an error similar to the following would be reported:

"The <adapter endpoint>name of adapter>', failed to send the message. Calling the
‘https://myserver.api.crm4.dynamics.com/api/data/v9.1" url after retrieving a new Token still
resulted in a 401: Unauthorized error. cd46243¢8-43c6b4ecc7486675a51b"

This message h&®en modified to now include the error description returned by the underlying HTTP
call.

MOD- Dynamics XRM SBKlpgraded From 8.2 to0 9.0.2.21.

FIX¢ MQSeries Adapter Could throw an Object Not Found exception when listing the Queues in the
Neuron ESExplorer

MOD¢ MQSeries Adapter The .NET API for IBM MQ (i.e. amgmdnet.dll) has been updated from
version 8.0.0.12t0 9.1



NOTE: Starting with Version 8 of IBM MQ, MSMQ Topics with Transactions enabled are no longer
supported when an MQSeries Adapter Emdp(either subscribing or publishing to that topic)

also has Transactions enabled. IBM has essentially discontinued support for this type of
Distributed Transaction Scenarkor example, if a message is published to an MSMQ Topic with
transactions enaleld, and an MQSeries Adapter Endpoint (with Transactions set to True) is
subscribing to the message, the following error would be generated:

WebSphere MQ Adapter - WebSphere MQ error ', 2012 : Reason Code: 2012', occurred while trying
to send message to Queue, 'X'.
CompCode: 2, Reason: 2012

The immediate way to correct the error would be to either turn off transactions on either the
Topic or the Adapter Endpoint.

Logging
FIXc Master Log file ignored Verbose LogginfiVerbose logging was configured foetNeuron ESB
Runtime, DEBUG statements would not be written to the Master log file. This has been corrected.

Installation

MODCc Bootstrapper Applicatioq¢ KS b SdzZNBy 9{. LyadlffSNRa o22daidNy
dinstallNeuronESB.egeX A & Y 2 ¢ sigied. Pravioish, T A dser fadinéhed it, the Windows

Operating System would display a message stating that the publisher was unknown. Previously, we were

only signing the MSI package.

Configuration

FIX¢ Swagger Docs Not Accessible at Runtiméthoughthe Swagger Document collection of the
Neuron ESB Configuration object was accessible at design time, it was not accessible at runtime. An
empty collection would always be returned.

Business Processes
FIXg¢ Compression Process Stefvhen in Verbose logginmode, the Zip Encryption Password (if
entered) would be written to the log file.

Neuron 3.6.0.1211

Business Processes

FIXg C# Class Process Stafthen adding an assembly reference in the code editim the GACit
would throwd + | £ dzS & ldz®esfoEan thé st one added. Additions from the GAC after that
would work, but the first referenced assembly would not be accessible in the code editor.

Neuron ESB Runtime

FIX¢ Custom Counters File View of Memory Er@ustomersnayencounter an error like the follow
Could not initialize performance counter fétr & 2 Y S . QubktofmSgunters file view is out of
memory.



Auditing

FIX¢ Message Viewer Fails with Older Messag@édter upgrading the Neuron ESB Database, the
following eror may be reported if viewing messages that were Audited prior to build 3.6.0.1176. This
was due to format changes made to the serialization of the ESB Message. This has been corrected.

System.Runtime.Serialization.SerializationException: There wasoaleserializing the object
of type Neuron.Esb.ESBMessage. Element ‘item' was not found

Neuron ESB Explorer

FIXc Connect to Remote ServersPrevioushthe status displayed in NeurddSHExplorerToolbarwas
from the local server even if a useasconnected to a remote server. Now it displays the remote
server's status.

FIX¢ Securing Parties with AGlUsers were unable to select an Access Control List to secure a Publisher
or Subscriber

Adapters

NEW- Salesforce AdapterAdded support for setting SOARaders when using the SOAP ABértain
Salesforce objects may require SOAP headers for proceséingcan now add these SOAP headers to

the Salesforce request message in the same manner as you would for adding SOAP headers to a Service
Connector reqast. For example, to add the AssignmentRuleHeader SOAP headers, use this code in a C#
step in a process:

string  headerKey =  "urn:partner.soap.sforce.com" + "M+
"AssignmentRuleHeader" ;

string  headerValue = "<AssignmentRuleHe ader
xmins= \ "urn:partner.soap.sforce.com \ "><useDefaultRule
xmins= \ "urn:partner.soap.sforce.com \ ">true</useDefaultRule></Assi

gnmentRuleHeader>"

if (Icontext.Data.Soap.Headers.ContainsKey(headerKey))
context.Data.Soap.Headers.Add(headerKey, headerValue);
else

context.Data.Soap.Headers[headerKey] = headerValue;
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urn:partner.soap.sforce.com will be ignored by the adapter.

FIX¢ SFTP AdapterWhen using a Proxy that does not require user credentials, areatittation error
would be returned.

MODc¢ Azure Service Bus Adaptelf chunking was enabled for large message support, it would only be
activated if Azure returned a MessageSizeException. However, in some circumstances, if Azure is mis



configured, a QuotaExceedException could be thrownndie check that exception and, if it is due to
message size, Neuron will chunk and send the message as expected.

FIXc¢ Rabbit MQ Adapter UpdatedRabbit MQ adapter to use same seriatian logic forthe ESB
message when in Mandatory routing mode thia¢ Neuron ESB Topahanneluses this was done so
that all the properties are representedlso, the adapter has been updaterference 5.0.Version of
the Rabbit MQ API.

Installation

MODc Certificate Signing The Neuron ESBstallerhas been configuigto usean updatedcode
signing certificateThepowershell scriptshipped with Neuron ESB have also been updatith the
new signature using the new certificate.

Workflow

FIXc Audited Messages from Workflow Trackingnable toaudit pending messagdsom workflow
tracking. The necessary parameters were not being set since the removal of the binary body from
auditing. Now we are setting the necessary parameters.

Neuron 3.6.0.1198
This build requires a database update. To update the database, all sveskihust be in a completed
state, or a state where the workflowgll never baesumed (i.e. cancelled, terminated, PURGE
PENDING, or error processing).

Workflow

MOD¢ Normal and Request/Reply Workflows do aotomatically resume If a user had normal
workflows that unloaded due to stopping tHeSB Servigracefully, or from persistent delays/receive
message activities, the workflows would raattomaticallyresume when the ESB Servieed its
associated Endpoint Hosts weamrestarted Now they are restarted upon startup of the endpoint host.

MODc¢ Unable to restart WorkflowsUsers can now start and restart workflows with the “Instance
Locked" state from workflowracking.

AX¢ Receive a message during Cancellatibhe receive message activity could receive a message
while it was being cancelled (by a Timeout activity, for example) but the message would be lost due to
the cancellation. Now it is audited as adlédd message.

FIX¢ Workflows may not resume during Failovdduring endpoint host failover, if the server failed over
back to the originally failed server, some workflows would not resume properly.

AX¢ MultipleLockOwnersNotSupported exceptiohi a ugr cancelled, aborted, or suspended a

workflow from workflow tracking, another workflow lock owner would be created by workflow
foundation. This was due to the mentioned operations creating a new workflow instance store object,
which creates the extra loakwners. Thigouldresult in a "MultipleLockOwnersNotSupported" message
and most subsequent workflows would abort with that message if the workflow has a persistence step
(including a persistent delay or timeout).



To implement this fix, all workflows musé in a noAresumable state and all
System.Activities.Durablelnstancing tables must be truncated while th&&SBe is stoppedhe
following SQL Script can be run to truncate the necessary tables:

TRUNCATE TABLE [System.Activities.Durablelnstaidemgity OwnerTable];

TRUNCATE TABLE [System.Activities.Durablelnstancing].[InstanceMetadataChangesTable];
TRUNCATE TABLE [System.Activities.Durablelnstancing].[InstancePromotedPropertiesTable];
TRUNCATE TABLE [System.Activities.Durablelnstancing].[K&lysTabl

TRUNCATE TABLE [System.Activities.Durablelnstancing].[LockOwnersTable];

TRUNCATE TABLE [System.Activities.Durablelnstancing].[RunnablelnstancesTable];
TRUNCATE TABLE [System.Activities.Durablelnstancing].[ServiceDeploymentsTable];
TRUNCATE TABBKEstem.Activities.Durablelnstancing].[InstancesTable];

FIX¢ Workflows would not automatically resume when failing over to another machiimeuser had an
endpoint host with a workflow endpoint, with the endpoint host in a primaijover setup, uporailing

over, the workflows would not be resumed correctly, if at all. Now they are being resumed properly.
Note: Users may samore warnings upon failover. Also, upon failover, users may see the endpoint host
stay in the starting state fapprox.5 minues. This is due to the lock mechanism implemented by
Workflow Foundation. There is a 5 minute period where a workflow instance is still "locked" by the
endpoint host that failed. This also means messages sent to the workflow endpoint won't be processed
until all workflows that were running in the failed endpoint host are reloaded. Messages can still be sent
to the workflow endpoint during the 5 minute period, but no new workflows will start until the period

has elapsed.

FIX¢ Workflow Message Loss duringugdown - In some scenarios, such as if there were messages
being processed by the workflow endpoint and 8B Serviagas stopped gracefully, the messages in
memory could be lost. Now they will be audited to the failed messages table.

FIX- In some casg the schedwd jobs for persistent delays would not be deleted from the database
upon execution. An example case would be if the workflow did not complete a timeout activity, which
uses a persistent delay internally, due to an activity inside the timabatting.

Neuron Runtime

FIX¢ Endpoint Host Restart Counter was not being reset after a successful reftart Endpoint Host
goesinto restart male and then eventually restarfghe restart counter was not reset. Hendkeit went

in restart mode again, it may not retry as many times since the retry counter never got reset to zero
after successful startup.

FIX¢ Memory Lealg A possible memory leak could occur at runtime whenattempt to clone our
configuration and a decryption exception occurs during the cloning process.



Auditing

FIX¢ Message Body would always be audited when IncludeMessageBody property was set-to false
There was an issue withudit Process Steghere we ween't honoring the "IncludeMessageBody" and
"IncludeCustomProperties” options. They would always be audited.

Adapters

FIX¢ SFTP Adapteranemptyvalue for thenamecould appear when an error connecting would be
reported.i.e. £SFtp adapter failed to serthe message with file name, (), to the SFTP Server

XX XX XX XXE.

FIX¢ Adapter Policy set to 1 retry would not firdf a policy had a retry of 1, it would not be fired

FIX¢ SFTP AdapteyIf a load balancer is in front of the SFTP Adapter corddyfor Publish mode, if the

load balancer fails and then is restored, the SFTP Adapter may not recover because it has cached some
of the connection resources. This issue could result if an appliance like NetScaler is used. Previously we
were only disconneting after every poll, not we completely dispose of the SFTP resources.

FIX- SAP Adapter A memoryleakwould occurrwhen receiving IDocs from SAP that contain
namespaces as part of SAP names (i.e. segments).

Neuron ESB Explorer
MODc¢ SetProperties Validation addeddded validation in SetPropeti@smethodto prevent a "." from
being used as the prefix or start of eefix for a custom property.

FIXc Message Viewer would truncate custom property nhaméghen viewing custom message
properties using the message viewer either from Message History or Failed Message reports, the
"name" component of the custom propergould be truncated.

Neuron 3.6.0.1181

Monitoring
FIX- Endpoint health Neuron Explorer would not show the correct stats for Message Rate, Messages
Processed, Rate, and Completed for items hosted in théSEBBe and Endpoint Host.

Runtime

MOD¢ Subscribenot found during startug; Modified runtime to detect subscribe mode adapters and
to start them before publish mode adapters. Subscriber not found errors could result on startup
otherwise.

Adapters
NEW¢ MQSeries Adapter Added the ability taconfigure the adapter using either Username and
Password or SSL. SSL requires that the binding property be set to Client.

NEWC Rabbit MQ Adapteg! 8 SNB OFy y2¢ SyYyGSNI Ydzt GALX S YIF OKAYS
if using multiple rabbit mq servers configured for HA.
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Adapters
MODc¢ IBM MQ Series AdapterEnclosing multiple name value data pairs within a dummy root
element when reading MQRFH2 headers from a message retrieved from a Queue.

FIXc Metadata Generation Wizarg2 KSy LINP RdzOAy 3 R2 OdzySy i a aF2NJ 1 KS {
202800 NBTFTSNByOS y2i aSi GKS AyadalydS 2F Iy 26280

Messaging
FIX¢ Key not found error Key not found error that would result if a party that had different types of
topics (i.e. different transports) associated with it were changed

Business Processes
FIX% Sign and Verify XML Process Sted® were not able to retrievéhe RSA key as private key. The
following error would be generated: Invalid algorithm specified.

Samples
FIX¢ Client Samples and Log4Ngiany of the samples shipped with Neuron ESB did not contain the
proper Log4Net configuration within their app.canfiles.

Auditing

MODc Storing of Binary ESB Messa&gdeuron ESB no longer stores a compressed binary
representation of the Neuron ESB message when auditing the message. We previously did this in
FRRAGAZ2Y G2 2dzNJ | éxpaSded ihRablSpidpertiSsiadd removBdEsSThiy 2 (
change requires a Database schema update. For large messages, this should reduce database size.

Runtime

FIX¢ Failover using SQL Server Always (Drthe case of a Neuron instance using an Always On SQL
Server database, during SQL server failover the instance store used for workflow could fail to renew its
lock in the database. This would cause an error to occur that states that an instance handle has become
invalid. Now we have created a custom SQL florkinstance store class that utilizes our transient fault
block so that upon failing to connect during a lock renewal, the instance store will retry. Also, the time
between when the host lock is scheduled for renewal and the time that thedgpkeshas been

increased to 1 minute. This effectively gives the database a minute to come back up in the case the
database goes down right when the host lock is set to renew.

Neuron 3.6.0.11 68

Workflow

FIX¢ Error could occur when SQL Failover oce@scasiondy, after a SQL Server Always On cluster
database failover occurred, any persistence commands for workflow would fail and cause the workflow
to abort. The issue would only occur if the lock expired during the failover (i.e. the worfklow host
couldn't renav the lock in the durable instancing table since the database was unavailable). This was
due to thelock renewal periodbeing too short on thevorkflow instanceobject. This has been



increasedrom 1 minuteto 5 minutes.¢ K S S NNEZ NJ { K NP dgngtande dwiabrRegistratibni S
T2NJ 26ySNI L5 WerD!'L5HQ KIa 0302YS AydhfARED

FIX¢ Unloaded workflows unable to loagiThis can occur whenawkflow activity execution trackinig
disabled on the Workflow Endpoint. When Neuron attempts to resume an unloaded worlgifow,
exceptionwould be thrown statinghat a returned database value was nullhis was due to the activity
data not being available to compare against the curreedgcuting activity.This issue would cause
unloaded workflows to get stuck as unloaded.

FIX¢ SQL Server could not be reached if database connection pool settings were tQdf ling max
connections in the database connection pool was too low to supperconcurrent number of
workflows running, errors could occur indicating the SQL server could not be reached. This is been
modified to our Reliable SQL Connection pattern.

FIXg¢ SQL Always On Failover would fail to failover to Secondary dataibhgixes an issue where
Neuron ESB would record continuaarsors happening in workflow duringheéSQlserver failover when
using anAlwaysOn AvailabilityGroup. The errorsvould be in the format ofhe following:

"Unable to access availabilithatabase '<DatabaseName>' because the database replica is not in the
PRIMARY or SECONDARY role. Connections to an availability database is permitted only when the
database replica is in the PRIMARY or SECONDARY role. Try the operation agdindegemuld also

be an error thrown saying the secondary database is+@dyg in certainAlwaysOn AvailabilityGroup
configurations.

FIX¢ SQL Deadlocks could occur when checking for mesgadgesron ESB periodically polls the SQL
databaseo see if there arg@reviously suspended workflow endpoint messages available to be
processed. This could cause deadlocking to occur if there was a lot of 10 on the
WorkflowQueuedMessage tablé.K A & &l YS A&aadzS Yl& +faz2 Ol das
underhighdt G ol aS t2FR AAYyOS Al ¢2dzZ RyQi o6S FofS
Database

FIX¢ Purge and Backup jobs could cause SQL deadididks Neuron ESB purge workflow tracking and
purge backup database jobave been modified tgenerate theSQL to execute the deletes one by one
on the tables to reduce locking. This fixes an issue wB€exceptionscould occuwhen the jobs ran
and there was a lot of database activity occurring at the time.

Adapters

FIX- Salesforce AdapterThe adapter inludes two options for which data format to use when making
REST calls to Salesforce.cpML or JISONJnder certain circumstances the selected option would be
ignored and only return JSGhrmatted data. This has been resolved.

NEW- Salesforce Adaptey! RRSR & dzLJLJl2 NI F2NJ {{[k¢[{ H6KSYy NB
messages in publish mode.
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FIX- SAP Adapterpreviously, the adapter would fail when receiving IDOCs from SAP that contain
namespaces in either the IDOC or segment names

FIXc Object eference not set to an instance of an objed/hen attempting to read custom properties
from custom adapterghe Neuron ESB Explorer could disglag following error:

Object reference not set to an instance of an object.

This could happen when a custom adapter exposes an object as a custom property and that object was
never initialized with a default value.

FIX¢ Active Directory Adapter When attempting to clear a vaé from a property using the Edit
transaction type, the following error would be thrown:

DirectoryServicesCOMEXxception
The attribute syntax specified to the directory service is invalid

NEWC Active Directory AdapterModified the edit and creatéransacton typesto support binary
content by adding support for the binary=true attribute on the elemenbe edited/created.

FIXc IBM MQ Series AdapterA thread abort could be thrown when the adapter is disconnecting on
shutdown.

MODc¢ IBM MQ Series AdapterAdded support for multiple name value data pairs when reading
MQRFH2 headers from a message retrieved from a Queue.

MOD¢ SFTP AdaptemModified to only support version 3 of the protocol rather than attempt to
negotiate with servers for the version.

Business Process/Workflow Activities

FIXg Service Endpoint Step/Activitynodified the "Throw Exception On Fault" property to throw an
exception when the service endpoint binding is REST and the exception is a communication exception.
Otherwise the RESTnding will not throw an exception on fault.

Neuron ESB Explorer
FIX- Sampleg; fixed the issue where the Client APl samples would throw an exception regarding a
missing Log4Net configuration section in each of the Visual Studio projects.

FIX¢ Neuron ESBest clientc when doing bulk send and receive, the msg/sent/received per second
would not increment.

FIX¢ Import Configwould fail to import Business Processédocesses were not importing due to
comparing the wrong values.

Neuron ESBRuntime
FIX¢ Restarting TCP Topics from Endpoint Health results in Evktiten attempting to restart an TCP
Topic from Endpoint Health when there are Endpoint Hosts defined and running could result in an Port



in use exception. This occurred because@hg RLI2Z Ay | 2aild 62dAZ R AYyKSNRG (GKS
server port. This has been resolved.
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Business Processes
FIX¢ Websphere MQ Process Stepodified to support showing list of Queue Managers if using
Version 8.x from design timeqperty grid.

FIX¢ Websphere MQ Process StepVhen passing an MQRFH2.NameValueData string whose length is
not a multiple of 4, the following error is would be returned by the application retrieving the message:

Invalid folder size of "67" detected witha WebSphere MQ MQRFH2 header. The folder size
defined in an MQRFH2 header must be a multiple of four bytes, and must not be negative. The
message being processed does not conform to this rule.

NEWCc¢ Adapter Endpoint Process StefJsers can now dynanally set thevalue of Service header

property of the ESB Message object with the name of the Adapter Endpoint to execute at runtime. If set,

GKS T RFLIISNI 9y RLIRAY (G t NeOSaa {GSLI gAaft dzaasS dGKFG @
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C# Process Step:

context.Data.Header.Service = "FileAdapterEndpointOut” ;
MOD¢ Salesforce Adapter SSL 3 support has been removed from the adapter.

Adapters
FIXc IBM MQSeries AdapterModified to support showing list of Queue Managers if using Version 8.x
from design time property grid.

FIXc IBM MQSeries AdapterWhen pasing an MQRFH2.NameValueData string whose length is not a
multiple of 4, the following error is would be returned by the application retrieving the message:

Invalid folder size of "67" detected within a WebSphere MQ MQRFH2 header. The folder size
defined in an MQRFH2 header must be a multiple of four bytes, and must not be negative. The
message being processed does not conform to this rule.

NEWC NetSuite Adapteg Added Send Timeout as a property that can be set at design time

NEW- Salesforce Adaptey Added support for the Salesforce Bulk API. The Bulk API is-baRedtAPI

that can be used to asynchronously insert, upsert, update, delete or query many records from
Salesforce. To use the Bulk API, in the Salesforce Adapter ahgpaperties grid set the OAuth
Connection property to True, and then set the Web API property to Bulk. These settings will allow you
to make any calls to the Bulk API as described here: https://developer.salesforce.com/docs/atlas.en
us.218.0.api_asynameta/api_asynch/asynch_api_intro.htm. You are responsible for creating and



closing the job, adding batches to the job and any monitoring you wish to add inside your solution.
While using the Bulk API can be done within a business process, it is recoathbatlyou use Neuron
ESB Workflows for creating jobs, adding batches and monitoring the progress of the batches.

Workflow

FIXc Correlated Send/Receive Workflow Samyplde correlated send and receive sample did not work
due to the removal of subtopisupport for workflows. This has been fixed by changing the topic for the
"OrderResponder" party from "Orders.In" to "Orders"

FIX¢ Correlated Workflow SampleTheCorrelated Workflow sample was wrong. The receive message
activity was missing and thereas an extra message variable. The message argument was of type string,
which was also incorrect.

FIX- Normal Correlatedend and Receive Workflowwhesedid not work the way they were intended
when running in a parallel activity, or when there were mthven one send and receives in a workflow.
Users would see stuck messages and other undesired behavior such as extra workflows.

FIX¢ Correlated Normal Workflow Behavielhe behavior of Normal Type Correlated Send and Receive
workflows was changed. The limvior is now as follows: Every message sent in will start a new workflow
instance unless the message has the corresponding correlation set elements set in the message in which
case the message will try to correlate to a running workflow instance. Ifrngnvorkflow with the

correlation Id cannot be found, a new workflow instance will be started.

MODc¢ Correlated Workflow Fails to process Correlated Mesgdgbound messages to a Correlated
Workflow may fail with the exception below because a procedsrbehe Receive Message activity is
taking longer than 10 seconds to execute, delaying the Workflow from entering a Wait state. This
timeout has now been extended tor8inutes

Exception Type: NeuronEsb.Server.Runner.Workflow.WorkflowException

Exception Mssage: Message "596alehld77-4b91-951¢979ae803eb25" was received on topic
"<topic>" from party "<party>" for workflow endpoint "<endpoint>", but has failed while
reprocessing it due to the retry count exceeding the limit. This also means the workétv st
could not be determined possibly due to the sql server being overloaded

Monitoring

FIX- Workflow Endpoints Stats incorrecThe Terminated state was incorrect and would be reported as
Completed. Suspended messages also were repaontazirectly. Active and Cancelled state also were
not incrementing and decrementing correctly. The Neuron ESB Explorer will also now display a
Terminated state column.

FIX¢ Logging to incorrect Log FiddJnder certain circumstances, log entries generdted the
execution of a Business Process may be recorded in the wrong Neuron log file.



Neuron ESB Explorer
FIX¢ Register Adapter reports erreiwhen clicking new to register an adapter, user would receive the
following error:

Error Loading Assembly.d=ipath to the adapters folder
The system cannot find the file specified. (Exception from HRESULT: 0x80070002)
Neuron 3.6.0.1117

Adapters
FIX- Dynamics AX AdapterFixed issue with desigime loading of available service URLs in the AlIF.
DependingonydzNJ & SOdzNA G& &aSdGiAy3azr e2dz YFe NBOSAGS |y
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System.ServiceModel.Security.SecurityNegotiationException: A call to SSPI failed, see inner
exception.---> System.Security.Authentication.AuthenticationException: A call to SSPI failed, see
inner exception---> System.ComponentModel. Win32Exception: The target principal name is
incorrect

This was due to the adapter only using an SPN Endpe@intity Type when retrieving the list of

ASNBAOSED ¢KS FRFLIISNI y2¢ dziSa (GKS a9yRLRAYG LRSY

time when retrieving the list of Service URLSs. If you still receive the above error after upgrading to this
versionof Neuron ESB, then the Endpoint Identity Type and Endpoint Identity Value are

incorrect. h TGSy s GKS O2NNBOG @I ftdsSa INB as5yaé a GKS
Endpoint Identity Value.

FIXg Sharepoint 2016 plugiq Fixed Ul to align text with checkboxes

FIX- Microsoft Exchange Adapteifo work with latest Microsoft exchange office 365 online servers

User maygetreceive the followingvhen autodiscovery is set to true: If an Autodiger server returns a
redirect HTTP status code, this method will generate an AutodiscoverLocalException with the Message
property set to a string such aéutodiscover blocked a potentially insecure redirection

to https://autodiscover.contoso.com/autodiscover/autodiscover.¢ml

MOD- SFTP AdapteyWhen Uploading a file to an SFTP server an error, similar to thbeloe, may
occur:

Xceed.SSH.SFtp.SFtpStatusResponseException was caught
HResult=2146233088

Message=SFtp.OpenFile( "/Demo/mydoc.txt" ) got a status: SSH_FX_OP_UNSUPPORTED:
Unsupported operation.

ERY


https://autodiscover.contoso.com/autodiscover/autodiscover.xml

This error can occur if, when connecting to the serves, gerver renegotiates the connection,

requesting that Neuron ESB use version 6 of the SFTP protocol. Unfortunately, some SFTP Servers claim
they support version 6 of the protocol, but in practice they fail to support even basic functionality of

that protocol. Since the SFTP Servenegotiated the connection to version 6, we use flags and

parameters supported for that specific version which in turn the server does not support. Moving

forward, the SFTP adapter will not renegotiate and will support Vefsigithe SFTP protocby

default. However, users can override the version and/or choose the old behavior of Negotiating the
LINPG202f o6& Y2RAFTE@AY3I GKS ySg at NPG202f +*SNEA2YE

FIX- SAP AdapterFixed issue with sending IDOCs to SAP. IDOGsrtngtmultiple segments of the
same type would fail to upload.

FIXc Azure Service Bus Adapteif the ContentType property of the BrokeredMessage object is null, a
null exception would be thrown when receiving the message while in Publish mode.

NEW- SharePoint Adapter, Added support for setting mulralued managed metadata properties for
list and documentitemst KS F2NXIF G 2F (GKS LINRPLISNIE @FfdzS A& (KSE
of the managed metadata itemf-or multiple values these walibe separated by a semicolon:

Happy|b62f3710 - e8e0- 40b2 - b4d6 - c844f2e74243;Blue|7e0ble7e - d490 - 4448 -
84c4 - 7d354ec0b917

¢tKS da6ad AR R2Sa y20 ySSR G2 0SS AyOfdzZRSR Ay ((KS
add that.

The ability to set the samlést or document item managed metadata properties to a folder if that list or
document item is saved to one has also been addHuls is controlled by a new Boolean adapter
SYRLERAY(O LINPBLISNI& Ol tWhé&Retd{fud:ii C2f RSNJ t NPLISNIASa¢ @

1 For singlevalue managed metadata properties, the value set on the list or document item will
replace whatever value the folder currently has

1 For multivalued managed metadata properties, the value(s) set on the list or document item
will be added to the values the fi#r current has

Business Processes
FIX¢ Custom Process Steps fail to lapdfter loading custom DLLs into Pipelines folder, an error similar
to below may appear when attempting to open a Business Process referencing a custom process step.

The 'name of pcess' Business Process could not be displayed. The composition produced a
single composition error. The root cause is provided below. Review the
CompositionException.Errors property for more detailed information.

1) Unable to sort because the IComparer.Qrare() method returns inconsistent results.
Either a value does not compare equal to itself, or one value repeatedly compared to
another value yields different results



FIX- SplitJoin Process StepFixed issuavhere context properties being set when using code based
splitting prior to the splijoin step are not available inside the spbtn step. Nowthe context

propertiescan access with each split message adised when setting or modifying contexts

properties¢ when the Synchronous property is set to True, the last split to change the context property
will be the result you see in that property after the joiti.Synchronous is set to false, the result of the
context property after the join will be unpredictable.

FIXc Timeout Process Steplf used within a Split Join and the Split is set to run asynchronously, any
process steps placed within the Timeout step will appear notitoor run just once. That isdzause an
exception was being throwmternally butwas not being reported by the runtime. The exception
condition has been fixed and error reporting has been extended so that the runtime will capture all
internal exceptions.

FIX¢ Execute Process Stepf used within a Split Join and the Split is set to run asynchronously, any
process steps placed within the Business Process that the Execute step is configured to run may appear
not to run. That is because an exception was being thrimtgrnally butwas rot being reported by the
runtime. The exception condition has been fixed and error reporting has been extended so that the
runtime will capture all internal exceptions.

FIX- Service Endpoint Process Stelh the Throw on Fault is set to True, and thevses called is SOAP
based, if an error is thrown, the message body contained the original request message rather than the
error information returned from the called SOAP service.

Workflow
MOD- Persistent Delay Activity¢ K SromiTimeoutActivity" argument ithe persistent delay activity
has been removed from the User Interface Property Grid

FIX¢ Adapter Endpoint Activity Memory LeakVhen processing multi megabyte messages through the
Adapter Endpoint workflow activity, meony will gradually increase overtime. The amount of time for

the increase would be determined by the number of messages and their size. .NET Garbage collection
was not cleaning up these messages. This is how resolved.

Endpoint Health
FIXg¢ Workflow Endpoinh- When a workflow endpoint is stopped within Endpoint Health, it will stop but
it did not update its state appropriately.

FIX¢ Endpoint Hosg If an Endpoint Host has been restarted through Endpoint Health, it would fail to
update the statistics of th&ndpoint Host like processld, lastheartbeat etc.

Service Endpoints

MOD¢ ADP OAuth ProviderAfter 60 minutes the OAuth Token would expire and not renew. This was
due to ADP throwing a protocol exception rather than a message security excdptjmevous

versions of Neuron ESBigt Tokerautomatically renewedvhen expiredand would attempt the call

again Now, although theToken is still automatically renewed, the attempt to call again will not be



made. The protocol excepti will be thrown instead. fle user will need to configure a Service Policy to
catch the specific protocol exception and configure the policy to retry the call.

MOD¢ HTTP Query propertigsThese are now case insensitive.

FIX¢ CORS Fails with Custom Heaglra custom header isgssed to a Service Endpoint, an efike
the one below may be returned.

1 00Saa (G2 FSUOK FiU WKUOOLIYkka2YSdzZNXI U4 FNBY 2NA3IA
header field client is not allowed by Accé&3gntrotAllow-Headers in preflight rggnse.

Neuron 3.6.0.1094

Service Endpoints

FIX¢ Client Connectors become disabled when in Business Processgio@éent Connector may

become disabled if a previously referenced Party is disabled. This only occurred if a Client Connector was
once previaisly associated with the disabled Party, but was later changed to run a Business Process
directly.

FIX¢ TransferEncoding on POST throws exceptidiVhen calling a REST service with the POST verb, the
following error below may be recorded by the GlobatéptionHandler This only occurred if using the
Service Endpoint Process Step to call a REST service

Exception: The 'transfezncoding' header must be modified using the appropriate property or
method.

Parameter name: name
Method: ThrowOnRestrictedHeader

Adapters
NEW- SAP AdapterSignificantly improved performance when loading the list of RFC operations from
the OTHER category.

FIX¢ SAP Adapteg When using transactions, the connection object that was cached was never being
closed. This could result in SAP returning an error indicating that the Maximum number of conversations
has been exceeded.

NEW- SharePoint AdapterAdded support for using content types when creating/updating document
libraries or lists.

NEW- SharePoint AdapterAdded feature to allow adding and updating items to a list or library folder.

If the designated folder does not exist, the adapter will automatically create it. The folder name can

either be set as an adapter endpoint property or pagin using the message property

GallaeC2f RSNbIFYSé gAlGK GKS yIFYS 2F (GKS FT2f RSNJ &2dz



FIX - SharePoint AdapterFixed problem when trying to update a list item using the adapter and an
SEOSLIiA2Y 61 & NBGdzNY SR soMeiiréh List, ASS ietSried therfd@owing ré&d  dzLJR |
Message: Guid should contain 32 digits with 4 dashes (xxxxxxxxxxxxxxce EEEEEEEEEEE(0 ¢ ®

NEW- Azure Service Bus Adaptekdded the ability to send and receive messages larger than 256K or

larger thanwhatever the Azure Service Bus queue limit is defined as. To support this, the Queue being
referenced MUST have Sessions enabled. For Publish mode adapter endpoint, there is a new property
YIEYSRE awSOSAGS OKdzy1 SR YSaahcadnust HavelsdssianSeinabléd? (i NHzS
All messages received will be checked to determine if they are part of a batch of messages, and if so,

they will be aggregated into their original message. For Subscribe mode adapter endpoints, there is a

new property named &/ Kdzy1 fFNBS YSaal3aSaédao LT asSiad G2 GNYzSs
than what the target queue is configured to receive. This is done by splitting the messages into smaller
components.

Workflow

FIX¢ Stuck messages for Correlated Workfiovin the case that a message came in for a running
correlated type workflow at the same time the workflow was unloading, the message could get stuck in
the pending messages queue since the state of the workflow was detected as running, when in fact it
was unloaded.Now we check to see if there are any pending messages while unloading and reprocess
them if there are.

FIX¢ Stuck messages for Correlated Workflovits the case that a correlated workflow is running in an
endpoint host setup to run on multie machines with the hosts in a primaiailover configuration, and

the originating endpoint for a message sent to the workflow is ran on more than one machine (i.e. the
message sent to the workflow can originate on any machine), messages/workflow comooandiget
stuck in the pending messages queue. This occurred because the machine property on the message
would be for the originating machine and not the machine that the workflow endpoint is running on.

FIX¢ XML/Message TransformatioThe Workflowdi NI ya F2 N¥Y+F GA 2y F OGAGAGASE a¢
GENFyaF2NyYy aSaalasSé g2dzZ R FFAf dzy RSNI OSNIFAY OAND
valid XML (i.e. outputting HTML fragments). The error message received would state "Token Text in

state Startwould result in an invalid XML document. Make sure that the ConformancelLevel setting is set

to ConformanceLevel.Fragment or ConformanceLevel.Auto if you want to write an XML fragment."”

These same transformations would work with the TransfeXSLT processtep.

FIX- XML Schema Validatierin 3.6 the schema validation workflow activity would fail when the
schemas contained an include or import directive with no error information. This functionality
previously worked in 3.5.4.

FIX¢ Stuck Workflow Commals when Persistent Delay exist® the case that a solution is configured

to run an endpoint host on multiple machines marked as primary, workflow commands could get stuck
in the pending messages tab if the workflow definition contained a persisteny @elivity set to delay

for more than a minute. This would cause a number of workflows to not continue after the delay
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FIX- Persistent Delay takes longer under heavy workloddghe case that the Persistent Delay activity
was being used in the workflow, the Quartz Scheduler used to resume the workflow could start
behaving very slowly. Thigsulted in the delay activity delaying far longer than expected. This
occurred mostly under high workflow loads. This fix requires a Neuron database update to version 31.

Neuron Test Client
FIX¢ BodyType property not se&tWhen sending text (non xmflessages, the ESB Message Header
property, BodyType, was not being set correctly.

Business Processes

FIX- XML Schema Validatierin 3.6 the schema validation process step would fail when the schemas
contained an include or import directive with no eriaformation. This functionality previously worked
in 3.5.4.

FIX- HTTP Client Utility The Selected method (i.e. GET, POST... ) was not getting set during execution a
URL value was not supplied.

Endpoint Host

FIX¢ Restart Options for Endpoint HosEndpoint host would ignore the retry count and retry interval
properties if both were set to any value of less than 2. It would default both to the valueReit3.
Count can now be set to 0. If Retry intervadé$ to any value less than 1, it will default to 3.
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Adapters
FIX¢ SAP Adapter When using the Meta Data Harvesting Wizard to generate schdi@s€; groups
containing escaped characters would not expand to display IDOC types.

Security
NBWV ¢ SalesForce OAuth ProvideA new SalesForce OAuth Provider has been added to the list of
OAuth providers that users can select and configure within the Neuron ESB Explorer.

FIX¢ ServiceNow OAuth ProvideiwWhen testing the Client Login within the Nean ESB Explorer, if the
test was successful, the following message would be displdgedre Resource Owner Password
Credentials OAuth Test Successfiiliis has been corrected to red&erviceNowrassword Credentials
OAuth Test Successful”

FIX¢ Thinkecture OAuth Provideg This provider would not initialize properly. This has been corrected.

Endpoint Health

FIX¢ Neuron Endpoint Host Logging stapl a Neuron Endpoint Host was restarted through Endpoint
Health, all logging that would typically ocauithin its respective Endpoint Manager log file would
cease.



FIX¢ Exception thrown after restart from Endpoint Heaflif a Client Connector was restarted
manually using Endpoint Health, it would restart successfully. However, on receipt of the ctririg
request message, it could throw an error similar to the one below:

Exception'. Message ID 'e38ef#Bbc-42ceb974b926d280320b', Topic ", Source Party
'System'. Object reference not set to an instance of an object.. Message is being sent to Failed
Audit System. Party ='System’, Message ID ='e38d818¥42ceb9740b926d280320b'

This could only occur if a Client Connector was configured to execute a Business Process directly, rather
than attached to a Publisher (Processing Mode set to BusinesssBjpaad the Business Process

contained either an Adapter Endpoint, Service Endpoint, Audit or Execute Process Step. This occurred
because on manual restart, the existing Business Process process steps were not being disposed of

properly.

FIX¢ Neuron Endpint Host Fails on RestartThe Neuron Endpoint Host may fail to restart if restart is
initiated directly from Endpoint Health. An error similar to the following may be reported:

Unable to create the communication API for the Endpoint Host 'Neuron E&BIltDdst' on
URL 'http://localhost:51004/DEFAULT/NeuronESBDefaultHost'.

System.Exception: Unable to create the communication API for the Endpoint Host ‘Neuron ESB
Default Host' on URL 'http://localhost:51004/DEFAULT/NeuronESBDefaultHost'.
System.NuReferenceException: Object reference not set to an instance of an object.

This has been corrected and the Neuron Endpoint Host should restart

FIX¢ Neuron Endpoint Host does not restart on all servaéfan attempt is made to restart the Neuron
ESBEnddoy i | 2aid o0& aStSOGAy3a awSaidl NI {SNBAOS 2y I ff
Health, the Endpoint Host would only restart on one machine, regardless of how many machines were
configured in the Deployment Settings of the Endpoint Host. Additiprthle following warning would

be logged if more than one machine was configured in Deployment Settings:

G/ Fyy2iG wSadlkNI 9yRLRAYyG 123G 0SOFdzaS Ad Aa ¢
FIX¢ Neuron Endpoint Host does not restart servéfranattempt is made to restart the Neuron ESB
O9YRLRAYUO 12380 o0& aStSOGAYy3a awSadl NI {SNBAOSe 2y i
may not restart on the machine and instead the following warning would be logged.

G/ Fyy2i wdadrNFOOIERERMY (A 4 2IENB I R NHzyyAy3 2v

FIXc Restarting Neuron Endpoint Host would fail with NON Netbios naptes value other than the
NetBios name of the machine was used in the deployment groups, the Neuron Endpoint Hostsotould n
be restarted using Endpoint Health.

FIX- KeyNotFoundException on shutdowWhen stopping the Neuron ESB Service, an error similar to
the following could be logged:



GhLISNI GA2Y wSljdzSady CFAfSR (2 SESOdziDSf hLISNI (A 2
'b225da4873bb-4759891db91e199f737b' in Endpoint Host 'Neuron ESB Default Host'.
System.Collections.Generic.KeyNotFoundException: The given key was not present in the
RAOUGAZ2Y I NB dé
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Audit Service

MODc¢ Audit Service and missing Faglliypeg When using the Audit Process Step or Workflow Activity,

the Action can be set to Failure. In such circumstances, the Step/Activity should always be placed in the
Catch block of an exception handler. In those cases, the Neuron runtime will aitallyatapture and
populate the Failure Type and Failure Details before the message is audited. However users can use the
Step/Activity outside of a catch block when the action is set to Failure. However, the user MUST set the
failure type and failure deits properties. When those are not set, users will an error similar to one

below in the Audit Service Neuron log file as well as the Neuron ESB event log:

201902-18 00:20:37.78D8:00 [405] ERRORNeuron ESB Global Exception Haneler
ProvideFault Message Audit Service: The failure type is required

Parameter name: failureType

201902-18 00:20:37.79908:00 [405] ERRGHailed to write the message to the Neuron ESB
Audit Database for message with ‘fa04e7883c41c2b46abd1974c2251d"' Message ID. Source
Party, <PartylD>, Source Topic, <TopicName>. The failure type is required

Parameter name: failureType
System.ArgumentNullException: The failure type is required
Parameter name: failureType

This would indicate that the properties have not been populated @ result would be that the
message would not be audited. The Audit Service has been mottiffgmbulate the propertiesif they

are missing, rather than NOT audit the message, the properties will be provided the following value:
abh¢t wh=xL 5 athoépevendt the duditingydf the message.

Rabbit MQ Topics

FIX¢ Logging of Fault would failn the casevhere theRabbit MQchannel faulted on startupf the
Topic, the exception wawt be logged properly, instead an index outside the bounds excepiturid
occur.

Workflow
FIX¢ Quartz Transaction DeadlogkVhen running large amounts of workflows, the following error may
be experienced:



201902-21 13:01:39.02@8:00 [ESBHostScheduler_QuartzSchedulerThread] ERRORIN't
rollback ADO.NEJonnection. Transaction not connected, or was disconnected

System.Data.DataException: Transaction not connected, or was disconnected

at
Quartz.Impl.AdoJobStore.JobStoreSupport.CheckNotZombied(ConnectionAndTransactionHolder
cth)

at
Quartz.Impl.AdoJoliGre.JobStoreSupport.RollbackConnection(ConnectionAndTransactionHold
er cth)

201902-21 13:01:39.02@8:00 [ESBHostScheduler_QuartzSchedulerThread] ERFfRCQIR or
occurred while scanning for the next trigger to fire.

Quartz.JobPersistenceException: Colildnquire next trigger: Transaction (Process ID 252) was
deadlocked on lock resources with another process and has been chosen as the deadlock victim.
Rerun the transaction--> System.Data.SqlClient.SglException: Transaction (Process ID 252) was
deadloded on lock resources with another process and has been chosen as the deadlock victim.
Rerun the transaction.

This has been resolved.

FIX¢ Correlated Workflows not completingn the case of a primasgrimary workflow setup for load
balancing, on high b, messages could get stuck reprocessing forever in the workflow host service with
log entries stating the workflow state is empty. This results in correlated work{lmwsormal

workflows that use correlated receive and send pattemms) completing ad messages getting lost.

FIX¢ Correlated Workflows not completing or messages not being processed corbttlye case of a
primary-primary workflow setup for load balancing, on high load, workflow state could return as empty.
This would cause undesit behavior such as correlated workfloges normal workflows that use
correlated receive and send patternms)t completing, messages getting stuck in pending messages, and
messages not being processed properly.

FIX¢ Failover results in duplicate workflemr workflows not runningFor endpoint hosts, when in a
primary-failover scenario, the workflow endpoints would not properly pick up and reprocess the
workflows that were running on the primary in the event the primary went down. This occurred if the
Neuron instances were not the same name. In the case that they were the same name, old workflow
commands from the primary would not be cleaned up on failover. This resulted in duplicate workflows.

Neuron ESB Explorer

MODc¢ Reporting and logging ReflectiorpeLoadExceptionModified how Neuron reports and display
sReflectionTypeLoadException information to the user and logs. Previously, we were not iterating
through the collection of loader exceptions and displaying useful information. We also were not



recarding all the information within the Application Event Log. A ReflectionTypeLoadException
exception could occur if dependent assemblies or types were missing from the path directory when
launching the Neuron ESB Explorer.

FIXc Logging; All Errors, Warnigs,and Informationabnd Verbose messages can now be logged to the
Application EventLog. KS f S@St 2F t233Ay3 Oy 6S O2yiNRffSR i
file (i.e.NeuronExplorer.exe.configz & LJS O A Tcdnfigratibrdog4helapperfd &\ filtér\levelMirg

node. The default minimum logging level is set to WARN. Users can configure this to either INFO or

DEBUG.

Adapters
NEWc¢ ODBC Adapter Added support for binary Timestamp datatypes.

NEWc¢ Dynamics AX AdapterAdded the ability to thable caching of the internal proxy used for
O2YYdzyAOFGA2yd . & RSFlLdA G a/2yySOiGAzy [/ OKAy3IE A
used for subsequent calls. Setting the property to false will ensure a new proxy is created on every send.
Addtionally, the Security Properties have been renamed. When upgrading, users may have to reset the
credentials on the adapter endpoint as it will fail to start up if security was previously enabled.

Business Processes
NEWc¢ ODBC Process Stepdded supporfor binary Timestamp datatypes.

Samples
FIX¢ WSDL Service Samglé KS t @ YSyd { SNBAOSQa | LIJpO2y FAI FALS
trailing slash after the payment service baseaddress. This has been corrected.

Neuron 3.6.0.1058

Adapters
FIX¢ File Adapte The incorrect file size could be reported for files when a Publish based file adapter is
consuming a large batch of files submitted concurrently.

MODc¢ SharePoint Adapteradded support for setting managed metadata properties (Taxonomygield

in lists and libraries. You can set a managed metadata property the same way you would set other list
or library properties, exception that instead of just providing a value, you need to provide the value of
GKS ¢l E2y2Ye (SN)Y fandtiGuidak theSakondmy BermtinNids ISl & £ 0
label|Guid.

Business Processes

NEW¢ WebSphereviQ ¢ This is a new process step that allows users to send messages to an MQSeries
Queue, with all the same capabilities of the existing Neuron#&8ESpheréViQ adapter(including the
alYS asvlé Y JHawelrel BiprbaNss FidmiSaallows users to Query a queue to return
either the first message in the queue or a message by its message id or correlation id property. When in
Query mode, the messagercéae either read (removing the message permanently from the queue) or
browsed (returning the message and its properties while leaving the original message on the queue i.e.



peek). When querying by either Message Id or Correlation Id, their respectiverpespmust be set on
the inbound message before the query like so:

context.Data.SetProperty( "wmg", "MQMD.Msgld", "323456" );
context.Data.SetProperty( "wmq", "MQMD.Correlld" , "xyz323456" );

FIX¢ Service EndpoirProcess Steplf there was a service fault imeout exception, the proxy was not
getting cleaned upNormally this would not be an issue. However, if the service timeout exceeded a
number of minutes, this could inadvertently corrupt the underlying proxy. In that dabes service that

was calleccame back upthe proxy may continue to throw timeouts.

Workflow

FIX¢ Service Endpoint Workflow Activityf there was a service fault or timeout exception, the proxy
was not getting cleaned upormally this would not be an issue. However, if the sertimeout
exceeded a number of minutes, this could inadvertently corrupt the underlying proxy. In thaifadase,
service that was called came back tige proxy may continue to throw timeouts.
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Neuron Explorer
AX¢ Import/Export¢ If the Zone was chosen to export to a *.esb file, when importing, the Zone would
not be visible in the Import dialog or present within the *.esb file.

FIX¢ Import/Exportc In the Import/Export dialog, Endpoint Hosts were labeled Availability Groups.

FIX¢ Import/Export¢ Swagger Documents and Oauth Providers were previously not supported and
visible within the Ul.

FIXc Import/Export-2 KSy g NA GAy 3 2 dzlavalaBildyhidupEd S gFAANITOKE 3K | aK S SIS y
02 @S yKRLE2iASYyd fdlldwing stvitclie& fave been addeeswagger;-oauth-provider.

FIXg Import/Export- Added dependency support to adapter and service endpoints for endpoint hosts. If

'y SYRLRAYyOG Aa aStSOGSR GKIFGQa NYzyyA gudseiegtdISNI 'y S
Command Line Tools

FIX¢ Import/Export- Added support for Oauth Providers and Swagger docs. Availability Group switch

has been changed to Endpoint Hosts. Command line switches are now:
-- endpointhost, --swagger;-oauth-provider

FIXc Import ¢ If a *.esb file was being imported from the command line and it did not have the default
Neuron Host Endpoint within it, the import would fail and list the following issue:

ImportConfig Error: 1 : Error occurred creating thetabase reference for
‘c:\temp\SaveTest.esb'. Entity=Neuron ESB Default Host: The 'Neuron ESB Default Host' was
added for Endpoints.



Workflow

FIX¢ Correlated Workflows If there is more than one instance of neuron marked as primary for the
endpoint hos running correlated workflows (the hosts can be on different machines), each instance
should pick up and process the messages for the correlated workflows running on the given
instance. However, there could be a case where if a workflow was unloadingajder example, a

receive message activity, the state of the workflow could be corrupted causing new workflows to start
up instead of a message correlating back to a running workflbiwe workflows expecting the message
would also stay in the unloadedtbse since the receive message activity never received the message to
allow it to continue.

FIX¢ SQL Deadlockdf there is more than one instance of neuron marked as primary for the endpoint
host running correlated workflows (the hosts can be on déifé machines), each instance should pick

up and process the messages for the correlated workflows running on the given instéamwever,

there could be a SQL deadlocking issue that occurred due to the SERIALIZABLE transaction level being
used. This hadeen changed to READ COMMITTED along with using exclusive row holdlocks.
database update is required.

Service Endpoints

FIX¢ Swagger DocumentsAddedafilter to load only custom swagger documergtored in the
repositorywhen configuring thelientconnectos formetadata Previously we were listing those
Swagger documents which we ship with Neuron ESB.

NEWc SOAP Header Suppemlodified SOAP header support to not require a namespace as part of the
key in the SOAP Headers dictionary. Exiginogesses will not need to changalso modified the
headers to allow the mustUnderstand attribute to be set on the header's root element.

Adapter Endpoints
FIX¢ Meta Data Generation WizagiWhen attempting to connect using either Dynam@iRM XRM,
NetSuiteor ServiceNow adaptersheir respective proxy server configuration was not displayed/used

FIX¢ MQSeries Adapter When setting MQRFH2 headers via C#, if the NameValueCCSID property was
set to something other than 1208, it was ignored. Also, added spéigling implementation to
properties set that have a string data type to ensure the proper length before the string value is set for a

property.
Neuron 3.6.0.1043

Neuron Explorer

NEW( Start with Solutiorg Desktop shortcuts can now be created passingdat of the Neuron

Solution to the Neuron Explorer executable. This will launch the Neuron Explorer and auto open the
designed solution. For example, the following screen shot shows the property window of the desktop
shortcut:



& NeuronExplorer - PROD Properties X

General Shortcut Security Details Previous Versions

F‘ NeuronExplorer - PROD

Targettype: Application
Targetlocation: DEFAULTPROD

Target orer.exe" "D:\Neuron\Configurations\DemoSolution2"

Startin: |"C'\Program Files\Neudesic\Neuran ESB v3\DEFAUI|

Shortcut key. |None |

Run: Normal window b

Comment | |

Open File Location Change lcon Advanced

Cancel Apply

The value of thearget property is set with the location of the Neuron ESB Explorer executable followed
by the path of the solution to open:

"CAProgram FiledNeudesitNeuron ESB YBEFAULTDEMeuronExplorer.exe"
"DANeuronTesting3.5Main DemoSolution2"

Workflow
FIX¢ Execute Process ActiviggWould not bind to Environment Variables used within the called
Business Process.

FIX¢ Batch of Messages to Correlated Workflows Deadidthl user sent in rge batch ofnessages
to a correlated workflow a deadlodé&sue cold occur resulting imvorkflowsnot receivingall the
messages (the messages would fail to leuron ESBudit table). This fixes the deadlock issAe.
database update is required.

FIX- Batch of Messages causes Workflow to return Null valfia usersent in adarge batchof
messages to a workfloimstanceat once the resultingcollection of commands that is implemented by
the workflow enginecouldpotentially return a null valueue to concurrency locking

FIX¢ Subsequent changes to Workflow Defioit not recognized at runtimelf a user made a change to

a workflow definition and then saved it, the first time the workflow definition change would be reflected
in the runtime once the changes were detected. On the second time after saving (withtartiregsthe

ESB Service), the changes would not get picked up.

FIX¢ Restart of Correlated and Request/Retry Workflows-fiia userattemptedto restart a correlated
or request reply type workflow from Workflow Tracking, it would not work.



FIX¢ Subgquent Execute Process exceptions are reported incorretityy user had a workflow with an
exeate process activity that throwan exception and they ran it, then changed the exception that is
thrown in the process, then tried to restart the workflovofn workflow tracking, in the workflow
tracking item, the exceptions reported in the Tracking tab that occurred before the attempted restart
would be overwritten with the new exception.

Auditing

FIX¢ SQL Truncation Warnings generated with Auditiibe SQL data type length wiasorrectfor the
ReplyToPartyld in thHeuron ESB databask should be 100 instead of 36. This would cause warnings in
the previous release when using a Party Id that is longer than 36 characters and that party is used in th
ReplyToPartyld messageduer when auditing the message.

Adapters
FIX¢ REST based Adaptetd$ a REST adapter returned a response that did not have a cetyfest
header, it threw an Object not set exception.

FIX- MQSeriesadapter- if user selectedte bindings option, they could receive the following error at
runtime: Machine name missing. Cannot resolve to DNS entry.

FIX¢ MQSeries Adapter When sending a message to MQSeries, the MQRFH2 was not using the
existing value of the CodedCharSetld of M@MD header by default, resulting in a CCSID value of 437.
This has been corrected. However, users can dynamically sst@FH2 headdpverriding the

default value) by using the syntax below:

context.Data.SetProperty( "wmq", "MQHRF2.CodedCharSetld" , "1208 ");

Neuron 3.6.0.1034

Service Endpoints
FIXg¢ JSON interpreted as XML the incoming calio a REST based Client Connebtist an HTTP
contenttype of application/json+patch, then the following error would be reported.

The XmIReader used for the boalithe message must be positioned on an element.

FIX¢ Transfer Encoding set to Chunketf the Tansfer Encoding was set to Ched on the outgoing
response message, the calling client would not receive the response.

FIX¢ Swagger Port change not appliadruntime - Changing the port for Swagger configuration in the
appsettings.config file would not have any effect. The swagger help documentation configured on client
connector would not redirect to the updated new port.

Adapters

FIX¢ Rabbit MQ Adapteg Users can now enter a number frofhto infinite for the Time to Live value.
This was previously restricted to a rangeddd 1440.If -1 is entered, Neuron ESB will NOT set the Time
to Live Value.



NEWc¢ MQSeries Adapter Support has been added to allow users to specify IPC rather than TCP for all
local calls to a Queue Manager. The Binding property has been expanded to support 3 options: Server,
Client and Bindings. When Bindings is selected, ¢inees, port and binding channel will not be passed

to the open queue manager function, forcing the adapter to use the MQSeries IPC protocol for
communication rather than TCP over a binding channel.

Neuron 3.6.0.1031

Workflow
FIXc Execute Process Activiyw S dzNyy & G KS F2ff2¢gAy3 SNNRBN vySaal3as
gl a y2i F2dzyR Ay (GKS 9{. O2yFAIdzNI GA2y P C¢KAA 61| &

FIX¢ C# Workflow Activity When testing a workflow that contains al@# activity in the workflow
designer, an object reference error would be throwihis is regression from a fix in build 1030.

Adapters
FIXc¢ Rabbit MQ Adapteg Users can now enter a number from zero to infinite for the Time to Live
value. This was previgly restricted to a range of 1 to 1440.

MOD¢ Rabbit MQ Adapteg Users can now specify that the adapters should attempt to create the

j dz§dzS AF (GKS 1jdzSdz2§ R2Say Qi |t XBpRENBESHI & 6RQ5¢t § R
vdzSdzS¢é¢ At fy oK DAdASNKISA HKSE GKS aw22dziaAyd az2zRSé LINRI
Create Queue property is set to True (default is false), Neuron will attempt to create the queue before

sending the message.

Neuron 3.6.0.1030

Neuron ESBRuntime

MOD¢ Reducing wrtup time for multi core machinesAll Endpoints and Topics are now started in
parallel utilizing all available cores on the machine, reducing overall CPU utilization and total time
required for starting complex solutions on machines with multiple cores

MODc¢ Synchronization of startug There were conditions where the endpoints assigned to Endpoint
Hosts could signal they are ready for processing before other Endpoint Hosts were fully up. This has
been corrected.

FIX¢ Single Instance Not Failing ovelnen hosted in ESB Servidéa user had a single instance
endpoint hosted in the ESB Service rather than in an Endpoint Host, the endpoint would not failover
upon the primary instance stopping.

FIXc 1. Memory Leak when Adapters set for Single Instanaéraisconfigured; If a user has an adapter

endpoint configured for Single Instance mode and set to run under the ESB Service (rather than an
O9YRLIRAY(OH 12aiG0 FYR (GKS FRILIGSNI SYRLRAYGQa LINE LISNI
successfullgtart, errors similar to the one below will be continually generated. Inetkemplebelow,



an Environmental Variable was being used to configure a port on an FTP Adapter Endpoint, but the value
had not been set:

The FTP_PaymentPickup failed to start. Eoaxurred attempting to set the 'Port' property
using the '{$PaymentPort}' Environment Variable. The environment variable PaymentPort has
not been set

In this case, the start of the adapter endpoint would fail, causing control to revert to thesaexdr,

which would also fail to staif running the same configuration. From there the startup process would
continually repeat itself several times a minute. If left unattended for a significant period of time (30+

hours), any connections to a TCP basegdic may fault, placing the adapter endpoint in an unstable

a0l 4GS 6KSNB Ad0Qa dzyltofS (G2 aKdzi R26y AYyOUSNylrtfte:x
continued nonstop logging of the following:

201901-05 19:25:13.7687:00 [197] INFO Attempting to stop...

At this point, new instances of the party would be created on every attempted start of the adapter
endpoint. Eventually, after several days, this could result in the exhaustion of winsock resources and
memory for the host process. Withithfix, if an error conditions results in the Adapter Endpoint failing
to start, the adapter endpoint will clean up its resources if the connection to TCP based Topics fault.

FIXc 2. Memory Leak when Adapters set for Single Instance and misconfigufeduser has an adapter

endpoint configured for Single Instance mode and set to run under the ESB Service (rather than an
O9YRLERAY(OH 1 2aG0 FYR GKS FRILIGSNI SYRLRAYGQa LINE LISNI
successfully start, errors similtr the one below will be continually generated. In the example below,

an Environmental Variable was being used to configure a port on an FTP Adapter Endpoint, but the value

had not been set:

The FTP_PaymentPickup failed to start. Error occurred attemiatisgt the 'Port' property
using the ‘{$PaymentPort}' Environment Variable. The environment variable PaymentPort has
not been set

In this case, the start of the adapter endpoint would fail, causing control to revert to the next server,
which would also fidto start if running the same configuration. From there the startup process would
continually repeat itself several times a minutethié error condition ideft unattended and unresolved,
the system would experience a gradually increasing memory leak.

Logging and Monitoring

FIX¢ Workflow Endpoints status set to Stopped in Endpoint Healfithere are only Workflow
Endpoints assigned to an Endpoint Host, they will always display in a Stopped state within Endpoint
Health, even if started. Thimly occurred if there were no other types (i.e. Adapter or Service
Endpoints) assigned to the same Endpoint Host.



FIX¢ Not logging correct number of Endpoints that were started under an Endpointqib'sien set for
informational logging, Neuron shouldd@ message similar to the one below with the correct number of
endpoints. Before this fix, the endpoint count was always logged as zero:

201812-20 14:59:40.3045:00 [1] INFO Operation Request: Operation StartAll Completed
successfully against'7’end2 Ay 1a Ay O9YRLIRZAY(G | 280G WbSdaNRYy 9{.

Workflow

FIX¢ Unloaded Workflows generating Temp Fil€3ode activities would be compiled again if the
workflow came back from being unloaded causing temp files to be created at a high rate if thedser h
workflows that go unloaded then resume and hit a code activity. Now we have a collection and
workflow extension that allows the type and method info to be stored for code activities which are
restored upon execution of the code activity.

FIX¢ Workflowsprocessing children of Subtopig&Vorkflows would process children of sub topics that

they did not have spafic subscription to, but that the underlying Subscriber object did. For instance, if a

G2N] Ft26 o6l a O2yFAIdZNBR Q! NENSE NE: YEAA QS5 44 F N& xd
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HX- Semaphores errors reportedSemaphores weren't being released properly in all situations such as
when a workflow aborted due to an unhandled exception in centane casesFor example, if the
workflow aborted from an unhandled exception (e.g. the temp directory is full caugiagtwvities to

not compile/execute causing some timeout exception to occur in the actual workflow appticesesf
OAYy aAONRaz2fFiQa O2RSOVL0O O

FIX¢ Quartz Scheduler errors reported in log quartz scheduler error could occur when attempting to
store joband trigger data. The error would state that the trigger already exists with the given name.
Now we do a delete and add effectively updating the trigger.

FIX¢ Correlation within a Timeout within a Loop failé there is a workflow with a receive message
activitywithin a timeoutactivity within a loop, if the receive message step causes the workflow to go
unloaded, thenwhena message is received to resume the workfltvat message would start another
workflow instead of correlating to the receive megsa

Adapters

FIX i SAP Adapter i When configured as an IDOC listener, if the same IDOC segment was defined in two
different IDOCs, but each one has a different customization, the second IDOC would fail during
serialization. This has been corrected.

Business Processes

FIX¢ Transform Process Step throws Exception when figgtivhen testing the Transform XSLT
process step within the Business Process Designépgct reference not set to an instance of an
object exception would be thrown. This wasegression in TransformationXSLT that was introduced



when we fixed tle step to use the output settings from the XSLT provided in build 3.6.0régldid not
affect runtime.

Service Endpoints

MOD¢ REST Endpoints with Policy would not log response message with statuslinateme cases, if

a Service Policy associatedlw#t REST endpoint executed and Audited the failure, the response
message (if any) returned from the server hosting the REST service may not be audited with the Status
Code and Status Description.

Neuron 3.6.0.1012

Business Processes

MODc¢ Audit Process Stef Support has been added to audit messages with extended HTTP Status
Codes. If we detect that the message has an extended code not supported by .NET (i.e. 207, 422, etc.),
we will clone the message before Auditing it. Before the Audit (b& &8 G KS Of 2y S0 6SQ
Status Code to the nearest hundred starting with the first digit of the extended code (i.e. 207 would
become 200). The original extended code will be prepended to the HTTP Status Description of the ESB
Message.

FIX¢ HTP Client Utility Process Stepf the full URL path was set in the HTTP Client Utility, the
subsequent call to a Service Endpoint would not use the URL but instead use the URL it was originally
configured with.

FIX¢ HTTP Client Utility Process Stgipthe full URL path was set using either Environment Variables,
Context Properties, Global Variables or Message Properties, the underlying properties of the ESB
Message object would not be set correctly. This would affect LocalPath, To and the Addressing.To
properties.

FIX¢ HTTP Client Utility Process Steip JSON was inserted in the Body property when set to Raw, the
braces would be stripped out of the resulting body when passed to the service.

MODc Tracing to Business Process Design window during testegeral steps were not doing this
including ODBC, Audit, Service and Adapter Endpoint Process steps. Also, the Neuron ESB Explorer has
been configured to output Debug level traces by default.

MODc¢ Service Endpoint Process Stelh a MessageSecurityException or ProtocolException is generated
during the sending of a message using REST, Neuron ESB will automatically attempt to retry the service
call after recreating the underlying proxy, megsaand HTTP headers.

FIXc Adapter Endpoint Process Steff executed within a Process directly tied to a Client Connector
rather than to a Publisher, a Topic Null Exceptionld occur:

FIX¢ Audit Process StepWhen using during design time testinfjthe proxy created faultednd
another attempt to test is made, the user may receive the following warning message:

tt



MAXIMUM number of Audit Proxies '1' have already been created. WAITING for an Audit Proxy
to become available.

Neuron ESB Runtime

MODc Simgle Instance Failure When anEndpoint marked as single instance would fail over to another
service, it could be due to a database error that would be logged in the master log file, but not in the
actual log file of the endpoint affected.

MOD¢ Single Istance Failover An Endpoint marked as single instance would fail to start if the

Endpoint is assigned to run under an Endpoint Host. This has been corrected so now it starts. However,
the single instance configuration will be ignored. Single instancawbehmust now be configured using

the Deployment Settings tab of the Endpoint Host.

FIX¢ CPU Usage Spikes and Slow stactUghen running on a machine with 2 or fewer cores with a
configuration that included a dozen or more Endpoint hosts, the runtimg exgerience delays in
starting and CPU usage of 100%.

Neuron ESB Explorer

FIXc Deleting a Sub Topiclf a user attempted to delete a sub topic that was positioned before the last
sub topic in the grid, 8ystem.IndexOutOfRangeException could be geadrahen the user attempts

to Apply the change.

Service Endpoints

FIX¢ Client Connector URL not matched to incoming fRUring an incoming REST based APl URL
request, the incorrect Client Connector could be matched to the incoming request if therewoeee

than one Client Connector URL that starts with the incoming URL. For example, an incoming request url
of http://mymachine/test/vl/summary?GPID=&ould be matched with either a Client Connectol 4R
http://mymachine/test/vl/summary/benefitsor one with a url ohttp://mymachine/test/vl/summary.

Now, Neuron ESB will do an exact match first and, only if there is not an exact match, fall back to find a
Client Connector url that contains the incoming url.

MODc¢ Service Endpoint If a MessageSecurityException or ProtocolException is generatawdhe
sending of a message using REST, Neuron ESB will automatically attempt to retry the service call after
recreating the underlying proxy, message and HTTP headers.

Adapter Endpoints

FIX- Dynamics AX AdapterFixed issue that when a stored credetivas selected in the property grid

of the adapter endpoint, if you clicked on the dropdown list of Service URLs you would only see the list if
the currently loggedn user has permission to call the Query Service in the Dynamics AX server.

FIX- DynamicsAX Adapter Fixed issue that when running the Metadata Generation wizard, if you
selected the Dynamics AX Adapter from the Registered Adapter dropdown list, an exception would be
thrown stating that the AOS Server Name property could not be blank.


http://mymachine/test/v1/summary?GPID=5
http://mymachine/test/v1/summary/benefits
http://mymachine/test/v1/summary

FIX- SAP Adapteg fixed issue when using the Metadata Generation Wizard to create sample XML for

customized IDOCs.

NEW- SAP Adaptet Added support for transactions in SA®Rhen an SAP Adapter endpoint is
configured as transactional, any message that isgssed by the adapter endpoint without the

property sap.Transactionld will create a new connection to SAP and create a transaction ID that is
associated with that connectionThe transaction ID will be included with the response message from

SAP as the meage property sap.Transactionld@his transaction ID must be added as the message

property sap.Transactionldn all following message that are part of the transaction (including commit

and rollback).This will ensure the calls to SAP occur over the sasneection. You can then send a

BAPI_COMMIT_TRANSACTION or BAPI_ROLLBACK_TRANSACTION to SAP to commit or rollback all the
previous transactional messages. The lifetime of the connection is controlled by the adapter endpoint

property Transaction ID Expiian.

Workflow
FIX¢ C# Workflow Activity When opening the C# Workflow Activity in the Workflow Designer, the
following error may occur:

System.InvalidOperationException: Collection was modified; enumeration operation may not
execute.

FIX¢ Workflow Processing Message Twidter saving aNeuron ESBolution for a running instance
with workflow endpoints, multiple workflow host services could start up for a single endpoint. This
would mean a single message gets processed twice (at the @by a given workflow

endpoint. This issue occurreghlyif the Party that the workflow endpoint sssigned talid not get
disposed before the OnConfigurationChanged event executed in the WorkflowHostSevicke could
be the case since iitinsasynchronously.The issue had a chance to occur only when the workflow
endpoint itself had a configuration change (e.g. changing the endpoint to run a different workflow,
OKFy3aAay3a (KS SYyRLRAYy:GQa LI NIex SiOduisuchéhanjek. S

MODc¢ Service Endpoint Activitylf a MessageSecurityException or ProtocolException is generated
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during the sending of a message using REST, Neuron ESB will automatically attempt to retry the service

call after recreating the underlying prg, message and HTTP headers.

Monitoring
FIXc Endpoint Healtlg, Pending counter for Workflow incorreet K S & t Soyirfekfof Barkflow

endpoints in the Endpoint Health Monitor in Neuron Explorer could increment in some cases but not

decrement whentishould causing theounterto be incorrect. This issue shouldn't affect the runtiore
the execution of workflowsThis has been corrected.

MOD¢ Endpoint Healtlt A Process ID column has been added to show the process id of the Endpoint

Host.



FIX¢ Clear Errors and Warnings generates Ul egrior Endpoint Health, if a useight clickson a row
that has errors in it, and selestClear Errors and Warnings", the user will get the error belawthe
errors are successfully cleared:

System.ArgmentException: Key not found: 'Errors'

Neuron 3.6.0.995

Business Processes

FIX- Timeout Process Stepould fail with unhandled exceptionlf a C# step was placed within the
Timeout Process step block and the Configuration or Log object was accesseblaadlad exception
would be thrown.

FIX¢ Audit Process Step would not record Process NamM#hen auditing a message, the name of the
current Business Process was hot being captured and audited with the message. This would result in the
Process Name row tifie Neuron Properties within the Audited message to be blank.

FIXc Excel to XML Process Step would not process mixed datatype cotufithere were mixed
datatype values within a column, some of the values may not get processed and outputted irathe fin
xml.

Runtime

FIX¢ Publishing a message may through a Null Excejgtldnder certain circumstances, if an endpoint

is publishing a message at the same time an underlying change to the configuration was detected, a null
exception could occur when itetiag through the Business Processes to determine what would need to

be executed prior to the send. The following error may be recorded:

System.NullReferenceException: Object reference not set to an instance of an object.

at
Neuron.Esb.Internal.PipelineRiimeHelper.<>c__ DisplayClass3.<ApplyPipelines>b__1(ClientPip
elineltem pipeline)

at System.Ling.Enumerable.WhereArraylterator'1.MoveNext()

at Neuron.Esb.Internal.PipelineRuntimeHelper.ApplyPipelines(ESBClientContext context,
ESBMessage& message, Baol applyOnPublish, Boolean applyOnReceive)

Neuron 3.6.0.991

Adapters
FIXc FTP Adapteg When using the FTP Adapter in Subscribe mode and SSL is configured with a
certificate, the adapter would not recognize the certificate.

MODc Azure Service Bus Adaptekuthenticationibde property has been removeduthentication
mode is always SAS as ACS has been deprecated



FIX¢ Azure Service Bus Adapte¥When processing JSON messages, the following error could occur:
Cannotaccess a disposed object. Object name: 'BufferedinputStream'.

FIX- Salesforce adapter Fixed issue that was introduced with the release of Salesforce SOAP API
version 43, the generation of SObjeztr 8 SR A OKSYlF & NBGdzNYy SR (KS SNNEZNI a
later.

FIX- Salesforce adaptey Metadata generation did not create XML samples for many of the core
operations. This has been fixed.

NEW- Salesforce adapter Added support for Salesforce SOAP API version 44

Installer

MODc¢ Bootstrap Installer .NEdependency; The Neuron ESB installer prerequisite is now .NET 4.0,
rather than 4.7.1. If 4.7.1 is not installed, the setup process will prompt the user to download and
install.

MODc¢ Event Processing Service startyphis service will no longer be amatically started as part of
the Neuron Installation process.

Runtime

MOD¢ Reliability Policy added to SQL Operatiqfi®etry policies have been added to all SQL Reader
and Command operations to accommodate occasional network disruptions between therNeSB
Server and the Microsoft SQL Server

FIX¢ Single Instance prematurely Fails Ogéiran adapter endpoint is marked as single instance, it
could prematurely fail over to the secondary node, even though there is no failure, if there was a SQL
server retwork disruption.

Business Processes

FIXg Audit Process StepWhen attempting to audit a message that contains an extended HTTP Status
code not natively supported by .NET, a serialization would occur. Now if Neuron detects an extended
HTTP status codd,is set to NULL before the auditing process.

FIX¢ XSLT Transform Process Stdfhe xsl:output element would not be processed by the
transformation step.

Workflow

FIXc Adding Workflow Assembly Referencglf a user added an assembly reference to wakflow

dzaAy3d GKS dabé¢ odzidzy 2y GKS 2N} Ff2¢6 RSaAaAIYSNE (K
reference from the code editor for the class/fragment, then tried to add another workflow reference

dza Ay 3 GKS dabé o6dzi2y Stiodhwbuldodstl & 2dzi 2F o62dzyRa SEOS

FIX¢ Adding a Variable to a Workflogif a user added a variable that was a generic that contained a
non-serializable type (e.g. having a List of a-senalizable type), when running the workflow they



would see exceptions in the lotating that a serialization exception occurred. This would happen if the
generic itself was serializable, but the containing type was not.

FIXc Adding an Assembly to a Workflow from the GAI€Ca user added an assembly reference from the
GAC to a workbw or c# activity, the workflow designer would throw an exception stating the
referenced assembly could not be found when attempting to apply the workflow changes.

FIX¢ Adding a reference to the Microsoft.CSharp Assemihya user had a workflow with code

activity that referenced the Microsoft.CSharp assembly, the compiler for the code activity would throw
an exception stating the assembly could not be found when reaching the code that depends on the
assembly.

FIX¢ Persistent Delay Activity does neesume when used in a Correlated Type Workédfxa user had
a correlated type workflow that contained a Delay activity with a delay greater than a minute, the
workflow would not resume after the delay had elapsed.

FIX¢ Persistent Delay before a ReaeMessage Activity would cause Messages to not be Queued for
the Receive Message Activifyf a user had a Persistent Delay somewhere before a Receive Message
Activity, any messages sent to that correlated workflow during the delay and before the Receive
Message Activity was executed would not be queued for the receive.

FIX¢ Workflow Resuming from a Persistent Delay would not clear the Needed DatabasecTlidbles
user had a Persistent Delay, when the workflow resumed from the delag@ngleted or aborted, the
necessary database tables anehiemory collections would not be cleaned up.

Topics

FIXc Rabbit MQ Topic Dead Letter Queue Infinite ladp¥ | YSaal 3S 6+ a NRdAziSR G2
Rabbit MQ Dead Letter Queue and it was migsequired properties, specifically the Topic name,

Neuron would return a negative acknowledgment andjteue the bad message. This could result in an

infinite loop causing considerable CPU usage. Moving forward, a negative acknowledgment is still

returned, howeveran attempt will be made to audihe messagéo the failed message table. Otherwise

it will be written to the endpoint log rather than returned to the queue. If the Topic property is missing,

0KS @IFtdzS a!bYbh2bé gAfft 6S NBLR2NISR Ay Alda L} OS

HX¢ Rabbit MQ Topics If error occurred during the receipt of a message from the dead letter queue,
the error count would not be incremented in Endpoint Health.

FIXc Rabbit MQ Topic Subscriber Queue Infinite lgap¥ I YS&al 3S 41 aterhaP dzi SR (2
Rabbit MQ Subscriber Queue (representing the Neuron Subscriber) and it was missing required

properties, Neuron would return a negative acknowledgment andueue the bad message. This could

result in an infinite loop causing considerable CPU ugaighe duration of the Time to Live period

specified on the Topic (which by default is 1 day). Moving forward, a negative acknowledgment is still
returned, however an attempt will be made to audit the message to the failed message table. Otherwise



it will be written to the endpoint log rather than returned to the queue. If the Topic property is missing,

0§KS @I f dzS willl b régorted ib its place.
Neuron 3.6.0.975

Installer

MOD¢ WSDiscovery port disabled by defaalthe WSDiscovery announcements port 9021 has

been disabled by default. Previously, during installation, the Discovery Service could fail start during the
install because of the WBiscovery service port being blocked. This seems to be introduced recently on
Windows 10. Thiscan belmy dzI £ f @ Sy | aMSBistovenEnadl&Ii BAly A @2 OF SR Ay

in the DiscoveryService.exe.confilg to true.
MOD¢ MSI package is now digitally signed.

Workflow

FIX¢ Namespace parsing error at design time for custom assembly refereridas could occur in the
designer within a C# workflow activity if referencing an external custom assembly. This bug was

introduced in build 3.6.0.937.
Neuron 3.6.0.968

Logging

FIX¢ Client API LoggingAll logging functions in Neuron ESB 3.6 wamved to Log4Net. When using

the Neuron ESB Client API hosted in external .NET applications, logging can be enabled by adding the
FLILINBLINRFGS f23nySaG O2yFAIAdzNI A2y G2 GKS
following is an exaple of log4net configuration that can be added to the app.config file to enable the
Neuron ESB CiieAPI to log to a text log file using the log4net Rolling File Appender:

<configSections >
<section name"log4net " type ="log4net.Config.Log4NetConfigu
log4net " />
</ configSections >

<log4net >

rationSectionHandler,

<appender name"FilelAppender " type ="log4net.Appender.RollingFileAppender ">

<file value ="log -file -1l.txt " />

<appendToFile value ="true " />

<ImmediateFlush value ="true " />
<PreservelLogFileNameExtension  value ="true " />
<StaticLogFileName value ="false " />
<rollingStyle value =" Composite" />
<datePattern  value ="-yyyy- MMdd" />
<maxSizeRollIBackups value ="10" />
<maximumpFileSize value ="100MB />

<layout type ="log4net.Layout.PatternLayout ">
<conversionPattern  value ="%date{yyyy - MMdd HH:mm:ss.fffzzz} [%thread] % - Slevel
%message%newline%exception” />
</layout >
</ appender >

<root >

G022y TAIdz



<lev el value ="INFO'/>
</root >
<logger name="NeuronEventLog" >
<level value ="ALL"/>
<appender - ref ref ="FilelAppender "/>
</logger >
</ log4net >

FIX¢ Adapter Endpoint Logginglf Adapter Endpointsvere configured to rurin an Endpoint Host,
logginglevels were not honored. Changes in the logging level via the Configure Server dialog were not
reflected in the Endpoint Host. This has been corrected.

Workflow

FIX¢ Execute Process Workflow ActivgyCalling a Business Process from a Workflow using the Execute
Process Workflow Activity would succeed during design time testing but would fail at runtime with the
following error reported in Workflow Trackin

¢KS tNrOSaa yrYSR a-¢ ¢gla y2id F2dzyR Ay 0KS

FIX- C# Code/Class Workflow Activitif referencing a dll that wasn't in the GAC in a workflow C#
code/class activity (i.e. a custom reference where user placed the dll Neheon Instance Folder and
added the reference to the workflow), an error would be displayed anytime the code was recompiled or
saved.

FIX- C# Class Workflow Activitfter initially dragging on a C# class activity, if a user opens the activity
in the mde designer, the generated code block would be missing. Closing and reopening the editor
would display the correct generated code block.

FIXg Adapter Endpoint Activitg Akey not found exceptiogould occur whera user changes the
adapter endpoint propdies for an adapter selected in an adapterdpointworkflow activity while the
service is running.

FIX¢ Renaming Referenced Entities in Workflovifsa user had an execufgocess, service endpoint,
adapter endpoint, or publish activity in a workfloenaming the referencetiusinesgprocess, service
endpoint, adapterendpoint, or topic would not automatically updatbeir name property withirthe
workflow activity.

FIX¢ Renaming Business Process in WorkfloRenaming anpusinesgrocess or servicendpoint

would result in anyvorkflow definition that had an executgrocess or service endpoint activity to lose

the defined process or service in the workflow designer. This only happened at the designer level and
did not affect the running workflow dafition unless the user applied and saved the changes.

FIX- Workflow Designer closes with unsaved changes when referenced object is ren#fraagser has

an adapter/service/topic or Business Process referenced in a corresponding activity (i.e. adapter
endpoint activity), and the user has multiple workflow designers open that reference the same adapter,
the nonactive workflow designers would close if the adapter was renamed. This could cause users to
lose any changes that haven't been applied in the Wovks that close. The activity must be in view for

91 .



this to happen. Now we will display a prompt telling the user to manually update the references in the
non-active aesigners with pending changes.

FIX- Workflow Designer Apply button becomes enabled whemodified- If a user had an adapter
endpoint referenced in a corresponding adapter endpoint activity in multiple workflow designers,
switching between them after renaming the endpoint would cause the apply button to become enabled
on unmodified workflovs.

Adapters
FIX¢ Dynamics CRM Web API Adaptddsers may receive the following error message due to a missing
ContentType header:

The Microsaf Dynamics CRRISo ! t L Sy RLI Ay [ failedy¥msend fRé médds§geb | Y S
The value cannot be null empty.

Parameter name: mediaType

FIX¢ Dynamics CRM Web API Adaptdf the Adapter received a message from a Client Connector, the
following warning could be written to the Neuron ESB log file:

"Bytes to be written to the stream exceed the Contémingh bytes size specified"”

FIX¢ Dynamics CRM Web API Adapgdf the Token expired, it would not refresh as expected and
would throw the following error:

The request message was already sent. Cannot send the same request message multiple times.

FIX- Dynamcs CRM Online Plugithanged target framework to 4.5.2 to match Dynamics 365 online
.NET framework requirements.

MODc¢ Salesforce AdapterAdded support for latest versions of the Salesforce SOAP API through
version 43

MODc¢ NetSuite Adapter Added suport for latest versions of the NetSuite API through version 2018.2

FIX- SAP Adapteg RFC and BAPI requests that contain table data as input parametaid throwthe
followingexception

Sequence contains ane than one matching element

FIX- MQSeries AdapterUsing the adapter in Publish mode to read messages that include RFH2 headers
and custom properties, the length of the RFH2 header would be appended to the the body of the
message.

FIX- MQSeries AdapterUsing the adapter in Subscribeode to send messages that include RFH2
NameValueData headers, a Memory stream is not expandable exception may occur.



Service Endpoints
MOD- BasicHttpRelayg Binding now provideappropriate security options and the ability to not require
clients to send the relaginaccess token with each request.

FIX¢ Client Connector Fails to staytf the Client Connector was configured to run a Business Process
rather than interact directlyvith the Messaging sub system and the Endpoint Host property was left
blank, the Client Connector would fail to start.

MOD- Webhttprelay¢ Binding now provides the ability to not require clients to send the relay an access
token with eachrequest.

FIX¢ Webhttp and Webhttprelay, Responses were always encoded as ASCII. Now responses are
encodedbased on the incoming request.

FIX¢ HTTP Headers not case insensit\¢T TP Headers were not accounting for headers that were not
properly casedThis could result in errors similar the following:

Exception: The 'transfezncoding’ header must be modified using the appropriate property or
method.

Parameter name: name
Method: ThrowOnRestrictedHeader

FIX¢ Policy for REST Codes not firgrifa servie policy was configured to fire for any selected HTTP
Status code that does not result in a runtime exception being thrown (such as 500), the policy would not
fire.

Neuron 3.6.0.945

Business Processes

FIXc Debugger throws ArgumentNullExceptiQWhen lainching the Business Process Debugger with a
Business Process that does NOT have &masty external .NET assemblies referenced, the debugger
would throw an ArgumentNullException.

Adapters

FIX¢ NetSuite Adapter production and sandbox accounts requae accountspecific URL when making
Web service callsPreviously, calls made with production or sandbox accounts would fail unless the
correct URL was set in the NetSuite Service URL property in the adapter endpoint propéotiethe

adapter will retieve the correct URL for every account type through a call to NetSuite's data center URL
rest service.

FIXc¢ FTP Adapteg When using ImplicitSSL mode set to TLS, the following error may be reported:
System.ArgumentNullException: Value cannot be null.

Parameter name: cert



Services

FIX¢ Client Connector URL throws Fault when catléthder very specific circumstances, specifically if

the incoming URL is resolved to a different case then the client connector URL, the client connector may
throw a fault backo the calling client with an error message similar to the followirige current service
instance for the 'https://machine/myurl" url could not be found

Configuration
FIX¢ Exporting Client Connector Endpoint generates Egithen exportinga Client Connector
Endpoint that has Messaging disabled, a Topic not found error would be generated.

Neuron 3.6.0.937

Services

FIX¢ Service Connector using Windo®eedentials Authenticatiog When hosting a Service Connector
in an Endpoint Host where the Service Connector is configured to use a Windows Credentials using
either the Transport:Basic or HttpBasic Security Model, the credential information would not be
forwarded to the service.

MOD¢ Swagger Suppog Support for Swagger Ul has been upgraded to version 3.0

FIX¢ ADP OAuth ProviderAfter 60 minutes the OAuth Token would expire and not renew. This was
due to ADP throwing a protocol exception rather thamassage security exception. The Token now
automatically renews when expired.

FIX¢ Service Connector obfuscating true Exceptidha user received a message security exception on
a SOAP service connector, they would receive the following error instead actual error:

Service connector X' received an exception attempting to pass on a received message. This
message cannot support the operation because it has been written.

Adapters

FIX¢ FTP Adapter Explicit Mode and FM#hen using Explicit mode orfB6L 3.1 was supported. A new
property has been added so that users can select either SSL or TLS protocol when using either Explicit or
Implicit mode for FTP. TLS is the default.

MOD¢ FTP Adaptec Remove BOM property has been added to publish mode.
MOD¢ FTPS AdapteyRemove BOM property has been added to publish mode.

FIX- NetSuite Adapter Fixed issue with metadata generation in the 2018 _1 version that results in
"Object reference not set to instance of an object.”

FIX- CRM XRM AdaptefFix for setting objectid proprerty to the correct entity type. One example is the
regardingobjectid in activities like emails. Instead of setting the typename property to "Lookup”, set it to
the entity type of the lookup (i.e. "coatt"). Also, users can now passa reference ID as a value



instead of a lookup and have it converted to the correct type of entity. When passing the GUID, use the
"reference"” attribute to set the correct entity type (i.e. "contact")

Business Processes
FIX- JSON Validation Process Stéiged issue where it would validate a JSON document if the
document itself is an array.

FIX- Business Process Desiggafi/hen using the process debugger with additional assembly references
registered at the process levMIOT at the codstep level), if a breakpoint was set in a C# Class step the
debugger would throw an exception when startinghis issue only occurred with a C# Class step and
not with a regular C# step.

Workflow
FIX¢ Workflow Designer crashes NeuronBESxplorex, This could happen if we retrieved incorrect
coordinates when laying out the designer within the window.

FIX¢ Correlated Workflows When running two or more primary workflow hosts on separate machines
with correlated type workflows, messagesceived on one machine that correlate to a running
workflow instance on other machines would not be received by the correct macRather, a new
workflow instance would start as this scenario was not supported.

FIX- C# Editor within Workflow fails tilentify compile errors at design timéDesign Time compile

errors would be reported if editing C# or C# Class workflow activities in their dedicated editor tabs (i.e.
right click to display context menu and select "Edit Code"). However, if a user dygeeditor within

the workflow designer as an activity window, then design time compile errors would not be reported.
This has been fixed so that they are always reported regardless of where they are being edited.

Neuron ESB Explorer

FIX¢ Neuron ESB Explarcrashes if NO SQL Servers found on local netwidrk Neuron ESB Explorer
could crash with a null exception if the user was attempting to retrieve a list of SQL servers in one of the
SQL server specific Busin®sscess steps or in View/Manage databsse

FIX¢ About Form displaying incorrect versiqiin the Neuron ESB Explorer, the HelpAbout form was
showing the incorrect version (i.e. 3.5) instead of 3.6.

FIX¢ ImportConfig Command Line togWhen using the ImportConfig command line toolngoort a
Business Process by name, defined in an RSP file, the command line tool would report the error that the
Process could not be found.

FIXg Connecting Online Mode Fagsittempting to use the Neuron ESB Explorer to Connect to an
Instanceob SdzZNRYy 9{ . AY ahy t>Eghteét maha)vuld taitifitHe NEUROISESB A f S
instance was not configured to use port sharing. The following Error would be displayed showing an
attempt to connect to the control service port rather than the boogtizort:



Operation failed: Neuron ESB Explorer was unable to connect to the ESB Bootstrap Service at
net.tcp://localhost:5004/ESBConfigurationService/

Installation

MOD- CreateManageme®bjects.psIPowerShelscript- Sometimes the
PerformanceCounterCategpExists() method would return true even though the passed in

performance counter didn't exist. To fix this, PerformanceCounter.CloseSharedResources() is called to
flush the cache before we execute the rest of the creation script.

FIX¢ Rabbit MQ ManagemerPluging This was not being activated automatically if a user choose to
install RabbitMQ as part of the Neuron ESB installation.

Neuron 3.6.0.920

Services
FIX¢ WebHttpRelay Binding throws XmIReader exceptigdhen using the WebHttpRelay bindingth
JSON messages, an XmlReader exception would be thrown.

Business Processes

FIX¢ Copying Business Processes creates reference rather than-éidinen copying a Business
Process, editing a step's properties in the copy would be reflected in the dri@ipaning and closing
the Neuron ESB Explorer would previously solve the issue. This has now been corrected.

FIXg Process Step Caching at Design Tgivéhen conducting design time testing of either the Execute
Process, Service Endpoint or Adapter Endpmiocess step if, after the first test, the dependency that
they called was change (i.e. Adapter or Service Endpoint or child Business Process), subsequent tests
would not reflect the changes as the original entity would be cached with the designer.

Runtime
FIX¢ Maximum Log File SizeThis value was not being honored for Workflow Endpoiftso, we
removed the daily/weekly rollover option and disk size threshold for logging

FIX- CreateManagementObject.ps1 PowerShell saribtodified to create perfamance counters for
Neuron Endpoint Hosts.

FIXc Logging in Authentication ValidatogdVhen in verbose or info mode, logging statements were not
reflected correctly in the respective endpoint log file.

FIX- RaiseAdapterError not logging custom messad¥ben using RaiseAdapterError from custom
adapters, if custom messages were passed, they were not being logged in the endpoint log file.

MOD¢ WMI Failed Message EvenEndpointName and EndpointType have been added to the event
properties that users can téeve when subscribing to the Failed Message Event.

FIX¢ Null Exception on Shut dowrOn shutdown, sometimes a null exception may be thrown when
attempting to unwind theevent of the party, even though the party is not null.



Adapters
FIXg Azure Sernee Bus Adaptec Logging was added and an unhandled exception when in Publish mode
has been corrected.

Configuration
FIX¢ Exporting Adapter Endpoint generates Ergd/hen exporting an Adapter Endpoint that has
Messaging disabled, a Party not found enaruld be generated.

Samples
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caused it to always go down the error path in the procesiso, when we were getting a response we
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Neuron 3.6.0.900 (3.6) Features
The Neuron ESB 3.6 release represents a significant next step toward the evolution of the Neuron
Platform. Much of the infrastructure has been refactored to facilitate our sieem vision of cloud
hosting,as well as make independently hosted and deployable services, adapter and workflow
endpoints a reality for our customers today. More organizations are seeking the agility to quickly
develop, test, deploy and update business capabilities encapsulatedaidlicyoservices architecture.

NeuronESB 3.68asbeen built onthe principal of SOAnd Microservices, hence it is thataral choice

to build Microservice based ARIin previous versions of Neuron ESB, organizations could easily create
REST APIs or S®Based services. However, in this release, taynow control the @&ployment aspect

of it as well Using Neuron ESB 3.6, organizations can now choose to run a service, (or group of services),
as a fully independent service that can be scaled in or ageth on consumption using platform services

like Docker.

LF &2dz2QNB dzaAy3 b SdzNPy the NeuroroEBPB 3.disetéplipdide youf eRistidgS R2 gy
installation. Current customers can obtain either the Patch or the full installation frol¢ueon ESB

Support websitelf you are new to Neuron ESB, you can download the full installation frofdeheon

ESB website

Neuron ESB 3.6 pwides dozens afew features enhancements, and connectossme of which
include:

Endpoint level Hosting

Selfregistration of Adapters/Connectors

Messaging free Service and Adapter Endpoints
Environment sensitive enabling/disabling of Endpoints
ServiceNw Adapter

New OAuth Providers

Custom OAuth Providers

JSONschema Validation

NewMonitoring REST APIs

100+ ProducEnhancements
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http://support.neuronesb.com/
http://support.neuronesb.com/
http://pages3.neudesic.com/Neuron-Free-Trial.html
http://pages3.neudesic.com/Neuron-Free-Trial.html

All the danges included in the Neuron ESB 3.6 releasebe found in thé&leuron ESB Change
Logwhich gets installed with Neuron ESIB.this blog post, | thought | would elaborate on some of the

ySé SyKIyOSYSyida
Endpoint Level Hosting

Previous Hosting Model
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In previous versions of Neuron ESB, the Neuron ESB Runtime Windows Service (esbservice.exe) was
used to host all Adapter and Service Endpoints, as well as all Messaging Publishing Services and all
internal Services. These services were isolated in their own .NET AppDomains within the Neuron ESB
Runtime service. However, a fault tolerant hosting environment was provided for the Neuron ESB
Workflow Engine. The hosting was embodied by Neuron ESBANgil@&roups. Availability Groups

were used to load balance the execution of Workflow Instances across multiple servers in

dedicated/isolated host processes.
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esbhost.exe). Any number of Availability Groups can be created. All internal services, Messaging services, Servicanfndpoints
Adapters Endpoints are isolated in .NET App Domains and hosted in the Neuron ESB runtime (i.e. esbpdraitze and

Business Processes run in the host process of their respective Endpoint.

These Availability Groups were designed with built in clustering to achieve high availability and fault
tolerance without the need to deploy Microsoft Windows Failover Cluster Services. Servers within a
Neuron ESB Deployment Group could be assigned dttierary or Failover roles which allowtsdled
workflows to automatically rollover onto available servers and start where they left off, providing both

resiliency and reliability for mission

critical functions.


http://www.neuronesb.com/support/downloads/neuron36/NeuronChangeLog.pdf
http://www.neuronesb.com/support/downloads/neuron36/NeuronChangeLog.pdf
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Modified .:

Neuron ESB Availability Groupk NeurorESB 3.5, Availability Groups provide isolated high availability clustered hosting for
Neuron ESB Workflows. Servers can be defined for load balancing Workflow execution as well as dedicated failover.

Users could create any number of Availability Groupskvin turn would be assigned to any number of
Workflow Endpoints. Availability Groups were isolated into their own process space and executed as
child processes (hosts) of the Neuron ESB Runtime service. If a fatal error occurred that caused an
Availabiliy Group host to fail, the Neuron ESB Runtime service could restart the Availability Group on
the same server, or on a different server assigned the Failover role.

Endpoint Hosts
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and Service Endpoints. As a result, Availability Groups have been renamed to Endpoint Hosts and have
taken on a new and expanded role within Neuron ESB.

Endpoint Hosts can be used to:

9 Host a single endpoint

1 Facilitate Microservice dépyment

1 Host multiple endpoints of the same type (i.e. Adapter, Service or Workflow)

1 Host multiple endpoint of different types (i.e. Adapter, Service or Workflow)

1 Host endpoints under a unique service account (different from that of the Neuron ESB Runtim
service)

1 Isolate endpoints for system wide fault tolerance

1 Reduce memory utilization



1 Scale processing power

In previous versions of Neuron ESB, every Adapter and Service endpoint competed for the CPU

processing of a single executable (i.e. esbservick.€tber competitors for those processing cycles and
G§KNBFRa AyOf dzZRSR bSdz2NBY 9{.Qa 2¢6y AYyUSNYylrt asSNBio
cases, either an internal service or a specific endpoint could consume the majority of processing cycles
leaving other endpoints waiting for available threads to be returned to the pool before being allowed to

service requests. Additionally, even though all endpoints and internal services were encapsulated in

their own .NET AppDomain, it did not preclude tossibility that one misbehaving Business Process,

Adapter Endpoint or, custom code writing by a customer could crash the Neuron ESB Runtime process

(i.e. esbsevice.exe).

Endpoint Hosts relieves these issues as each runs as an isolated process (@eENepwintHost.exe),
with its own allocation of resources and threads. Using Endpoint Hosts, endpoints can be isolated into
discreet, lightweight processes and deployed across multiple machines.

Neuron Endpoint Host

Neuron Endpoint Host Neuron ESB Runtime

Neuron Endpoint Host

@O

) isher Process
Client Publishe

Connector

©)

Adapter
Endpoint

&)

Subscriber Process

Messagin
<lb 9N gudemrp
Service Sdbscriber Process Process Subscriber , 47 tar
Connectar Endpoint
w,
e ."-
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Neuron Endpoint Host

Subscriber Workflow
Endpoint

Process

Neuron ESB 3.6 Hosting Moddll Adapter, Service and Workflow Endpoints can now be hosted in dedicated hosts named
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and hosted irthe Neuron ESB runtime (i.e. esbservice.exe).

In Neuron ESB 3.6, Endpoint Hosts are more lightweight than their immediate predecessor, Availability
Groups. Their executable has renamed and the communication mechanism and been changed to use an
HTTP basedPI (default port 51004 can be changed in appSettings). Additionally, endpoints using this
hosting model are no longer encapsulated in .NET AppDomains.



NOTE: By default, all new endpoints will run in the Neuron ESB Runtime service unless they arallgpecifi
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configuration screens. However, if migrating a solution saved in a previous version of Neuron ESB, those
endpoints will automatically be assigned to ruritfie new Endpoint Host environment.

Monitoring

Neuron ESB Endpoint Health has been refactored to accommodate real time activity monitoring for the
Endpoint Host environment as well as the different endpoints that they host. The new user interface
providesusers the ability to group and sort, and now lists all machines in the selected deployment
group.

1a Neuron ESB Explorer - [m] X
Eile View Tools Help
| | - | ® Running - o/ B | Configure Server | Category Fiter ~
You are working offine. D:\Neuron) Testing)3.5Main\DemoSolution2
Activity " Endpoint Health
[ * Activity -
Dashboard Monitoring
(i) Reai-Tme 9:24:21 AM
Connected o
&) Running History
[ & Health
B Ercpont Health Deployment Group: Development @ Stop Monitoring 8 Refresh  # Restart Service M Stop Service @ Clear Panel
£ + Database Reports Drag a column header here to group by that column.
[ actve Sessons HostName | Type Name. State Last Heartbeat MessageRate | Message Processed |Warnings | Errors 7‘
|B Message History @ MWASINICK... :Adapter HofFTPEndpoint Disabled 5/25/2018 9:18:11AM 10 0 0 [}
MWASZNICK... Adapter MQTopicEndpoint Disabled  5/25/2018 3:18:11AM 0 o 0 0
[P Failed Messages
® MWASINICK... Adapter MQSeriesSalicitRespanse Started 5/25/2018 9:24:02AM 0 0 0 4
[ wiorkfiow Tracking MWASZNICK .. Adapter sftpPublishGRAL Disabled 5/25/20189:18:11AM 0 ] [} 0
® MWASZNICK... TCPPublishingService Adapters Started 5/25/2018 9:24:05 AW 0 0 0 0
@ MWASZNICK... TC Started 5/25/20189:24:05 AM 10 0 0 0
® MWASZNIQC... TCPPublishingService Irvine Started 5/25/2018 9:24:05 AW 10 0 0 0
@ MWASZNICK... TCPPublishingService Demo Started 5/25/2018 8:24:05 AM 0 o 0 0
® MWASZNIQC... TCPPublishingService LA Started 5/25/2018 9:24:05 AW 10 0 0 0
@ MWASZNICK... TCP Publishing Service MSMQTest Started 5/25/2018 8:24:05 AM 0 o o 0 v
Drag a column header here to group by that column.
[ P Messaging HostName | Type Name State Last Heartheat Active | Pending | Waiting | Completed | Aborted | Suspended |Rate | Warnings | Errors =
@ MWASZNICK... Endpoint Host EndpointHost 1 Disabled  5/25/2018 3:17:58 AM 0 0 0 0 0 0 0 0 0
g Repository [ ® MWASZNICK... Endpoint Host Workflow OrderProcess Host  Started 5/25/2018 9:24:11AM 0 0 0 [} 0 0 0 0 0
£ ® MWASZNICK... Endpoint Host Neuron ESB Default Host Started 5/25/2018 9:24:10AM 0 0 0 0 0 0 0 0 0
o e HostName | Type Name state Last Heartbeat Active | Pending |waiting | Completed |Aborted | Suspended |Rate | wamings |Errors
- [ MWASZNICK .. Adapter FileOut Uninitialzed 5/25/2018 8:24:10 AM 0 0 0 0 0 0 0 0 0
@ MWASZNICK .. Adapter SalesForceQuery Uninitialzed 5/25/2018 9:24:10 AM 0 i i 0 0 0
@ Securtty [ MwasZNICK 15/25/2018 9:24:10AM 0 3 i3 3 0 0 0
- ® MWASZNICK .. Adapter FileSavet Started 5/25/2018 9:24:10 AM [0 Restart Service [] 0 []
fv o [l ® MWASZNICK... Client Connectar Clientservics started 5/25/2018 9:24:0 aM [0 Restart Service On All Machines 0 0 [}
z [ MWASZNICK .. Adapter CareSalesForee Disabled  5/25/2018 9:24:10 M [0 = 0 0 0
= B MWASZNICKK.. Adapter CustomerFTPL Disabled 5/25/2018 9:24:10 AM 0 Stop Service 0 0 0
g Deployment @ MWASZNICK... Adapter Dynamics! CRMQuery Disabled 5/25/2018 3:24:10 AM [0 Stop Service On All Machines 0 0 0 ©
B e e Pinabiad EiEinae aea a
< >
I iy |

Neuron ESB Endpoint HeattReal time monitoring of both Neuron ESB Messaging and Workflow. Endpoint Hosts (child
process) and their Endpoints candtepped and started from here. Real time activity of Endpoints can be monitored.

The Neuron ESB Endpoint Health interface has a scalable horizontal divider, separating Neuron ESB
Messaging entities such as Topics, Adapter and Service Endpoints that e ihdke Neuron ESB

Runtime service from those hosted in the Endpoint Host environment. A context menu is exposed at the
entity level that allows users to restart any selected endpoint or Endpoint Host.

Security

Neuron ESB has always provided optionsri@anaging runtime security. In previous versions of Neuron

ESB, the Neuron ESB Runtime could be set to run under the context of a specific Windows local user or
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right. Any service or endpoint hosted by the Neuron ESB Runtime would essentially inherit that security
context during execution. If an Availability Group was created, it would inherit those same credentials.
Unfortunately, this meant that there was way to run a given Workflow Endpoint under a set of
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option which allowed users to specify an alternate set of credentials for an Adapter Endpointdb use
runtime.
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ESB RuntimeRunning under User Accodnt a SOl A2y 2F (GKS wSIFRYSOPKIGYE R2(
default location of the Neuron ESB installatiofder.
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Cancel Apply
Microsoft Windows Service Control Managddisplays the Neuron ESB Runtime service set to use the Local System Account
credentials.

We modified this capability in Neuron ESB 3.6, introducing a Run As option at the Endpoint Host level.

Unlike theservice account used for the Neuron ESB Runtime service, these credentials do not require
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account apply to the Endpoint Host credentials as well. dJsiauron ESB 3.6, users can create the

appropriate Windows Credential by navigating to Securifyithentication>Credentials within the

Neuron ESB Explorer. Once created, this credential will appear as an account that can be assigned to an
Endpoint Host w its Run As property.



4 Neuron ESB Explorer - O X
File View Tools Help
[ -n" @ Running - o/ B8 | Configure Server | Category Fiter ~

You are working offline. New Solution

Deployment ; Endpoint Hosts

[ = Settings i New €3 Delete _
€3 zones I

D * Environments Name Category ~ Description

e e S I A Heuron ESB Defaulf Host Neuron ESB Default Host for Endpoints

g Endpoint Hosts

L4 Environment Variables

=] ® Manage

| B} Databases
[T msmq
[T Rabbitmg
:
B Servers :@ Apply @ Cancel
General Deployment Settings Endpoints Dependencies
| .e'?
Enabled
y Repository
Name: Neuron ESB Default Host
@6 BT Description: Neuron ESB Default Host for Endpoints
@ Security
?"" Processes Category: General W
- X
[ ‘ -
‘ HostCredentials
& o

Modified
Neuron ESB ExploreEndpoint Host Run As property can be set with a Windows Credential stored in the Security repository of
the Neuron ESB solution. The Endpoint Host will run under the credentials context at runtime.

The Run 4 capability for Endpoint Hosts functions much like the Run As for Adapter Endpoints.
Everything executing in the Endpoint Host process space will execute under the context of the Run As
credential. That means any resource that the endpoint, its underlyamy or Business Processes access
will be under the context of the assigned credential. Essentially this provides the ability to change the
security context at the endpoint level or for a group of endpoints, regardless of their type (i.e. Adapter,
Servie or Workflow).

Memory Consumption

While developing the new hosting model for Neuron ESB 3.6, we took the opportunity to reevaluate the
memory utilization footprint of both the Neuron ESB Runtime and Endpoint Host. Historically, the

Neuron ESB Runtime matileeral use of memory to enhance execution time. It also provided the

configuration and document repositories as in memory objects that could be retrieved and manipulated

at runtime, by developers as well as internal Neuron ESB services. But there fias agpecially due
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Processes, 100s of Service Endpoints and 100s of Adapter Endpoints could easily consume 10+ Gigabytes
of Working Set memory on startup.

In Neuron ESB 3.6, we completely changed how we manage and share configuration objects internally as
well as shared resources. Users will find that solutions which required 10+ gigabytes of memory on
startup, will consume anywhere from 2X to 5X less memory.



We tested this with a large solution, containing almost 200 Adapter Endpoints. We chose Adapter
Endpoints as they tend to consume more memory than Service or Workflow Endpoints due to the
proprietary assemblies that must be loaded with each one. Additlgnthe solution contained a couple

of hundred large Business Processes, 50 Topics, several Service Endpoints and other Neuron specific
entities. When this solution was loaded and started in Neuron ESB 3.5.4, it consumed over 11 gigabytes
of Working Setmemory and took several minutes to startup.

We migrated the solution to Neuron ESB 3.6. We assigned all the Service and Adapter Endpoints to a
single Endpoint Host. The Neuron ESB Runtime was relegated to Messaging Publishing Services (i.e.
Topics) and ouinternal services. A noted observation was the startup time. The entire solution took less
than 1 minute to startup, whereas under Neuron ESB 3.5, several minutes was required.

4 Neuron ESB Explorer - O X
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@ Security T ® MWASZNICK... Adapter Amex.FileIn.Endpoint 5/25/2018 12:44:25PM 0 0 0 0 0 0 0

[ @ MWASZNICK... Adapter ArchiveFiles.BOTW.FileOutEn .. 5/25/2018 12:44:25FM 0 0 0 0 0 0 0

o 1+ @ MWASZNICK ... Adapter ArchiveFiles.BreadlineFleQu ... 5/25/2018 12:44:25PM 0 0 0 0 0 0 0

?’}V Processes [ @ MWASZNICK... Adapter ArchiveFiles.BrueggersFle0 .. 5/25/2018 12:44:25FM 0 0 0 0 0 0 0
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Neuron ESB ExploreEndpoint Health in 3.6 Endpoint Health screen showib2 started Topics, 176 started Adapter
Endpoints, 6 started Client Connectors, 3 started Service Connectors and 1 started Workflow. This solution also included 212
Business Processes. Total startup time was approximately 1 minute.

Once the solution wasoenpletely started in Neuron ESB 3.6, we noticed a significant reduction in the
Working Set memory. By default, an Endpoint Host startup memory footprint is just under 200 MB of
memory (no endpoints assigned). The total combined Working Set memory of theNESB Runtime
and Endpoint Host was under 2.3 gigabytes. This represents about a 5X improvement in memory
utilization.



Windows Resource MonitgrDisplays CUP and Memory statistics of the Neuron ESB Runtime (ESBService.exe) and the Endpoint
Host (NevonEndpointHost.exe) after startup.

Adapters/Connectors

Adapters are a key piece of capability in the world of an integration broker. They serve as the bridge to

and from the bus between applications, databases, transports and protocolscompeteness of
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the development of any solution. Not only is Neuron ESB one of the easiest adapter frameworks to learn

in the industry, it also hasre-built adapters for most commaodity transports, queuing technologies,

databases and opremise/cloud applications. Staying true to our roots, several changes have been

introduced in this release to make connectivity easier, more intuitive as well &srpeamt.

Self-Registration

In previous versions of Neuron ESB, users had to go through multiple steps before they could use an
adapter. The first step was to manually register the adapter followed by creating an Adapter Endpoint
that could be used to intarct with their system of choice. Starting with version 3.6 of Neuron ESB, all
.NET based adapters, either shipped with or custom developed, are dynamically registered. There is no
longer a need to register individual adapters before creating Adapter Entdpdis part of this effort,

we took the opportunity to rename the adapters shipped with Neuron ESB to more closely align them
with their respective technologies. When migrating from previous versions, users must open their
existing solution using the 3u&rsion of the Neuron ESB Explorer. The Neuron ESB Explorer will
automatically update the adapter names used in any existing Adapter Endpoints. Any existing registered
adapters will be removed from the solution, as they are no longer needed. For referemes of the
Adapters prior to the 3.6 release, as well as their corresponding updated names are listed in the table
below.



