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Services 

Fix ς Fixed error when a client connector hosts a WSDL with schemas that contain import directives, and 

one or more of the import directives do not include a schemaLocation attribute. The client connector 

would fail to start and show the following exception in its log file: 

Starting Client Connector <client connector name> generated the following error. 

System.NullReferenceException: Object reference not set to an instance of an object. 

at NeuronEsb.Server.Runner.ESBClientConnector.GetWsdlSchemas(XmlSchema schema, List`1& 

wsdlSchemas, Int32& xsdCounter) 

Workflow  

FIX ς Execute Process Activity generates a NullReferenceException - If a workflow has an ExecuteProcess 

Activity and the Neuron Process that it executes hits a Cancel Process Step, the workflow would abort 

with a NullReferenceException. Now the Result returned to the ExecuteProcess Activity will be null in 

the event the Cancel Process Step executes as opposed to throwing the NullReferenceException. 

Adapters 

FIX ð MSMQ Adapter generates format name error - The addition of auditing a failed message  in build 3.7.0.851 

introduced a bug.  As part of that previous feature, we attempt to read the QueueName property of the queue we're 

reading the message from.  In some cases, that can throw the following error due to elevated permission 

requirements: 

Exception occurred reading the queue FormatName:Direct=OS:ITST-LLPAPPBETA\private$\masterdata. The 

specified format name does not support the re quested operation. For example, a direct queue format name 

cannot be deleted. 

System.Messaging.MessageQueueException (0x80004005): The specified format name does not support the 

requested operation. For example, a direct queue format name cannot be deleted. 

at System.Messaging.MessageQueue.GenerateQueueProperties() 

at System.Messaging.MessageQueue.get_QueuePath() 

at System.Messaging.MessageQueue.get_QueueName() 

at Neuron.Esb.Adapters.MsmqAdapter.ProcessReceivedMessage(Message msmqMessage) 
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Workflow  

FIX ς ObjectDisposed Error thrown with Execute Process Activity - If a workflow contained an 

ExecuteProcess activity, there is the possibility of a ObjectDisposed exception occurring when the 

activity is executed. The chance of this occurring is higher with more concurrent workflow instances 

(threading related). 



Security  

FIX ς SSL calls could fail ς This was a bug introduced with build 3.6.0.1349 ς when making SSL related 

calls through a REST based adapter (Salesforce) or Service Connector, the following errors may occur: 

System.IO.IOException: Unable to read data from the transport connection: A connection 

attempt failed because the connected party did not properly respond after a period of time, or 

established connection failed because connected host has failed to respond. 

   at System.Net.Security._SslStream.EndRead(IAsyncResult asyncResult) 

Or 

System.NotSupportedException: The requested security protocol is not supported. 

   at System.Net.ServicePointManager.ValidateSecurityProtocol(SecurityProtocolType value) 

Neuron 3.6.0.1349  

Business Processes 

FIX ς Audit Step throws Null Reference when Testing - When a Business Process used an Audit Step. 

during testing in the Process Designer, if a user tested the Business Process multiple times, any test after 

the first one would fail with a null reference exception. 

 

FIX ς Audit steps exceeds pool size - In the Audit Step, the Maximum Instances for Pool Management 

may sometimes be exceeded during high concurrency (i.e. when multiple threads are executing the 

same Business Process object). 

Adapters  

MOD ς File Adapter Error Header -Added the folder path information to the error header that gets 

written if an error is thrown in publish mode. 

MOD ς File Adapter multiple instances can read the same file ς The exclusive lock was ignored so the 

adapter could process duplicate files if more than one instance of the adapter was running in the 

environment. 

FIX - Salesforce Adapter timeout - Rest calls would timeout earlier than the configured timeout setting. 
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Business Processes 

FIX - Service Endpoint Process Step ς Fixed bug when dynamically setting which service connector is 

executed by the Service Endpoint Process Step using the property Context.Data.Header.Service. If the 

process step was configured with a Service Endpoint selected in the dropdown list, the value set in 

Context.Data.Header.Service would be ignored. 



Neuron ESB Explorer 

FIX - Identity Server OAuth Provider - Enabled the Test function when you are creating the OAuth 

Provider in Neuron Explorer. 

Services 

FIX - OAuth Providers ς fixed issue related with SSL upgrades to TLS 1.2.  This would cause an OAuth 

tǊƻǾƛŘŜǊ ǘƻ ŘƛǎǇƭŀȅ ǘƘŜ ŜǊǊƻǊ ά¦ƴŀōƭŜ ǘƻ ƻōǘŀƛƴ ŀƴ ŀŎŎŜǎǎ ǘƻƪŜƴ ς The underlying connection was closed. 

!ƴ ǳƴŜȄǇŜŎǘŜŘ ŜǊǊƻǊ ƻŎŎǳǊǊŜŘ ƻƴ ŀ ǎŜƴŘΦέ 

Workflow  

FIX ς Unable to Cancel Workflow - Fixing issue where workflows would not cancel from Workflow 

Tracking in Neuron Explorer if they are in a running state. 

 

FIX ς Unable to Cancel Workflow - Fixing issue where Execute Process workflow activity would not 

cancel if contained within a timeout activity when the timeout occurs. 
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Services 

FIX - Azure AD/ADFS OAuth Provider - on-prem ADFS stopped working with latest updates - would 

receive "Unable to obtain an access token - Authority validation is not supported for this type of 

authority. Parameter name: validateAuthority. This was a bug introduced with build 3.6.0.1327 

Adapters  

FIX ς File Adapter ς When configured for Publish mode and Polling, Polling would not commence. This 

was a bug introduced with build 3.6.0.1337 
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Adapters  

FIX ς FTP/SFTP/FTPS/ODBC/MQSeries/File Adapters ς If a ThreadAbortException occurred during the 

Publish mode of the adapters, the exception may not trigger the disconnect and offline events of the 

endpoint. In that case, the Neuron ESB runtime would still believe the endpoint was alive even though 

the polling thread had failed. If the endpoint was configured for single instance mode, this failure would 

prevent the endpoint from starting on the next machine as the current machine would still believe its 

alive.  

MOD ς MSMQ Adapter ς If an error occurred while publishing an incoming message to a Topic when in 

publish mode and the transaction property was set to false, the original MSMQ message would not be 

preserved. This behavior has been changed so that the message is now audited to the Neuron ESB Failed 

Message database.   

Services 

FIX - Client Connectors ς An issue when trying to use a WSDL with a schema with <import> directives to 

schemas stored in the Neuron ESB repository. Previously the referenced schemas would not be ignored, 



resulting in problems when trying to import the WSDL in applications like Visual Studio or SoapUI. Now, 

when you have a WSDL that references schemas stored in the Neuron ESB repository, you need to 

ŎƘŀƴƎŜ ǘƘŜ ǎŎƘŜƳŀ[ƻŎŀǘƛƻƴ ŀǘǘǊƛōǳǘŜ ǘƻ ǳǎŜ ǘƘŜ άŜǎōΥέ ǇǊŜŦƛȄΣ Ŧƻƭƭƻǿ ōȅ ǘƘŜ ƴŀƳŜ ƻŦ ǘƘŜ ǎŎƘŜƳŀ ƛƴ ǘƘŜ 

repository. For example, if your WSDL contains a schema that looks like this: 

 

    <wsdl:types>  

        <xsd:schema targetNamespace=" http://tempuri.org/Imports ">  

            <xsd:import schemaLocation=" ht tps://localhost:8080/test?xsd=xsd0 " 

namespace=" http://tempuri.org/ " />  

            <xsd:import schemaLocation=" https://localhost: 8080/test?xsd=xsd1 " 

namespace=" http://schemas.microsoft.com/2003/10/Serialization/ " />  

            <xsd:import schemaLocation=" ht tps://localhost:8080/test?xsd=xsd2 " 

namespace=" http://schemas.datacontract.org/2004/07/MyDataTypes " />  

        </xsd:schema>  

    </wsdl:types>  

 

You would change it to this: 

 

    <wsdl:types>  

        <xsd:schema targetNamespace=" http://tempuri.org/Imports ">  

            <xsd:import schemaLocation=" esb:tempuri " namespace=" http://tempuri.org/ " 

/>  

            <xsd:import schemaLocation=" esb:serialization " 

namespace=" http://schemas.microsoft.com/2003/10/Serialization/ " />  

            <xsd:import schemaLocation=" esb:mydatatypes " 

namespace=" http://schemas.dat acontract.org/2004/07/MyDataTypes " />  

        </xsd:schema>  

    </wsdl:types>  

 

Where tempura, serialization and mydatatypes are the names of the schemas in the repository. 

When an application like Visual Studio or SoapUI try to import the schema, Neuron will automatically 

convert the schemaLocation attribute values to valid URLs that can be used by the application. To the 

https://protect-us.mimecast.com/s/eq-wCVOr6ksl5EMqhEKATz
https://localhost:8080/test?xsd=xsd0
https://protect-us.mimecast.com/s/c50NCXDw40snqgmEfQ6S6w
https://localhost:8080/test?xsd=xsd1
https://protect-us.mimecast.com/s/k04VCZ6yjouMDwzKHRngIL
https://localhost:8080/test?xsd=xsd2
http://schemas.datacontract.org/2004/07/MyDataTypes
https://protect-us.mimecast.com/s/eq-wCVOr6ksl5EMqhEKATz
esb:tempuri
https://protect-us.mimecast.com/s/c50NCXDw40snqgmEfQ6S6w
esb:serialization
https://protect-us.mimecast.com/s/k04VCZ6yjouMDwzKHRngIL
esb:mydatatypes
http://schemas.datacontract.org/2004/07/MyDataTypes


ŀǇǇƭƛŎŀǘƛƻƴΣ ǘƘŜ ŀōƻǾŜ ǎŎƘŜƳŀ ǿƛƭƭ ƭƻƻƪ ƭƛƪŜ ǘƘŜ ŦƛǊǎǘ ŜȄŀƳǇƭŜ ŀōƻǾŜΣ ǊŜǇƭŀŎƛƴƎ άŜǎōΥǘŜƳǇǳǊƛέ ǿƛǘƘ 

https://localhost:8080/test?xsd=xsd0. 

You can also make similar changes inside the referenced schemas. For example, if the ESB schema 

ƴŀƳŜŘ ƳȅŘŀǘŀǘȅǇŜǎ Ƙŀǎ ƛƴ ƛƳǇƻǊǘ ŘƛǊŜŎǘƛǾŜ ǘƻ ŀƴƻǘƘŜǊ ǎŎƘŜƳŀ ƛƴ ǘƘŜ ǊŜǇƻǎƛǘƻǊȅΣ ƳƻŘƛŦȅ ƛǘΩǎ 

schemaLocatioƴ ŀǘǘǊƛōǳǘŜ ǘƻ ǳǎŜ ǘƘŜ άŜǎōΥέ ǇǊŜŦƛȄ ŦƻƭƭƻǿŜŘ ōȅ ǘƘŜ 9{. ǎŎƘŜƳŀΩǎ ƴŀƳŜΦ 
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Business Processes 

FIX ς Audit Process Step - If Maximum Instances property is set to 1, then the very first time the Business 

Process step is run, the message will be audited twice. Subsequent executions would only result in a 

single message audit. this was a bug introduced with 3.6.0.1328. 

Neuron ESB Runtime 

FIX ς Log Entries may be written to the incorrect log file ς There was an issue where the EventInfo 

header on some warnings and errors could be incorrect. The incorrect header would be for a different 

endpoint than the one the event log entry originated from.  
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Neuron ESB Explorer 

FIX ς Workflow with Switch Activity generates an error at design time ς The following exception would 

popup if a Workflow Definition had a "Switch<T>" activity: 

Microsoft.CSharp.RuntimeBinder.RuntimeBinderException: 'object' does not contain a definition 

for 'Count' 

FIX ς MSMQ Memory Leak ς When querying message counts within the MSMQ management screen in 

the Neuron ESB Explorer, a memory would occur if the user continually queried for messages when 

processing many MSMQ messages. This could cause MSMQ to report the following error and 

subsequently kill all client channels:  

Exception: An error occurred while sending to the queue: There are insufficient resources to 

perform this operation. (-1072824281, 0xc00e0027).Ensure that MSMQ is installed and running. 

If you are sending to a local queue, ensure the queue exists with the required access mode and 

authorization. 

Business Processes 

FIX ς Memory Leak when running ForEach Loop with Large number of records ς The follow exception 

could occur when running a large number of records through a foreach loop. This was due to internal 

tracking limitations that have been removed:  

System.OutOfMemoryException: Exception of type 'System.OutOfMemoryException' was 

thrown. 

https://localhost:8080/test?xsd=xsd0


at System.Text.StringBuilder.ToString() 

at Neuron.Esb.ESBMessageHeader.AddExecutionSegment(String name) 

at Neuron.Esb.Internal.PipelineRuntimeHelper.ApplyPipelines 

FIX ς Custom Process Steps throw Serialization Exception when referenced remotely ς The 

PipelineStepDataContractResolver did not resolve types for custom process steps when run remotely 

Messaging 

FIX ς Rabbit MQ Topic causes infinite message redelivery - If an ESBMessage contained items in the 

ESBMessage.Header.RequestHeadersToPreserve property and the ESBMessage contained the same 

items in the CustomProperties collection, and the ESBMessage was used to create a reply exception 

ESBMessage (e.g. a service connector tries to return the reply for an endpoint that does not exist), the 

following exception could occur : 

Exception has been thrown by the target of an invocation. ---> System.ArgumentException: An 

item with the same key has already been added. 

at System.ThrowHelper.ThrowArgumentException(ExceptionResource resource) 

at System.Collections.Generic.Dictionary`2.Insert(TKey key, TValue value, Boolean add) 

at Neuron.Esb.Internal.MessageConditionContext..ctor(ESBMessage message) 

at Neuron.Esb.Internal.ConditionHelper.EvaluateMessageCondition(ESBMessage message, 

Condition condition) 

at Neuron.Esb.Administration.ESBTopic.TopicMatch(String publisherTopic, Subscription[] 

subscriptions, ESBConfiguration config, ESBTopicContext topicContext, ESBMessage message, 

Boolean forReceive, Boolean forSend) 

at Neuron.Esb.Party.SendMessage(ESBMessage message, Boolean duplicateMessage) 

at Neuron.Esb.Party.SendMessage(ESBMessage message) 

at NeuronEsb.Server.Runner.ESBServiceConnector.<Receive>b__17(ESBMessage x) 

at NeuronEsb.Server.Runner.ESBServiceConnector.process(MessageEventArgs e, Action`1 reply) 

at NeuronEsb.Server.Runner.ESBServiceConnector.Receive(Object sender, MessageEventArgs e) 

OAuth Providers  

NEW ς Active Directory Provider - Added support to the Active Directory OAuth Provider to use a 

certificate for authenticating the token requestor. 

Neuron ESB Runtime 

FIX ς Neuron Endpoint Host fails to start if machine name cannot be resolved to local machine - Adding 

error logging so that if no entries listed in the Machines tab of the Deployment Group can be associated 

to the current machine trying to start Neuron, an error will be logged. Previously, if this situation 

occurred, nothing was logged even though the endpoint hosts could not start. 

Message Auditing 

FIX ς Sporadic Object Reference Exception occurs when Auditing Message ς If using the Audit Process 

Step in a Business Process with Maximum instances set to 1, the following exception could occur. The 

exception is not predictable or easily replicated and would rarely occur with or without significant load: 



System.NullReferenceException: Object reference not set to an instance of an object. at 

Neuron.Esb.Pipelines.EsbMessageAuditPipelineStep.MessageAudit.AuditReceive(String subId, 

ESBMessage message, Boolean asynchronous, Boolean includeBody, Boolean includeProps) at 

Neuron.Esb.Pipelines.EsbMessageAuditPipelineStep.CallAuditService(MessageAudit auditProxy, 

Boolean singleInstance, PipelineContext`1 state, ESBMessage messageToAudit, ESBClientContext 

clientContext, Object currentException, String failureType, String failureDetail) at 

Neuron.Esb.Pipelines.EsbMessageAuditPipelineStep.OnExecute(PipelineContext`1 state) 
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Topics 

FIX ς MSMQ Topic throws Null Reference Exception when MSMQ service is unavailable ς If the MSMQ 

Service was shut down, or the MSMQ Server became unavailable, the following error message would be 

generated when Neuron would try to reconnect:  

Exception occurred when creating the message channel. System.NullReferenceException: Object 

reference not set to an instance of an object. 

at Neuron.Esb.Channels.Msmq.MsmqChannel.GetNetMsmqQueueAddress 

Because of this, if the MSMQ server came back on line, Neuron would still fail to reconnect, forcing the 

user to restart the ESB Service. This has been corrected. 

FIX ς Rabbit MQ - Party.Connect() was not returning Topic errors ς When using the Party API, the 

Connect() function would return a collection of errors if there was an issue connecting to the Topic. 

However, if the Topic was Rabbit MQ, the errors collection would not get populated. If the user was not 

capturing the OnLine() event or had logging enabled for the Client API, the user would not know if the 

Connect() function succeeded or failed. If the user attempted to Send a message, they would get a 

ƎŜƴŜǊƛŎ ά¢ƻǇƛŎ ƛǎ ƴƻǘ /ƻƴƴŜŎǘŜŘέ ŜǊǊƻǊΦ LŦ ǘƘŜ tŀǊǘȅ ǿŀǎ Ƨǳǎǘ ƛƴǎǘŀƴǘƛŀǘŜŘ ŀƴŘ ŎƻƴƴŜŎǘŜŘ ǘƻ ǊŜŎŜƛǾŜ 

messages, the client application would never receive any messages successfully published to the Topic 

since they were never connected. This behavior has been corrected and now any connection errors will 

populate the Errors collection returned by Connect(). This only occurred when using Rabbit MQ Topics. 

Neuron ESB Explorer 

FIX ς Republishing to Rabbit MQ Topic would fail ς If a user attempted to republish a message to a 

Rabbit MQ Topic from either the Message History or Failed Message report, it would fail with a generic 

ά¢ƻǇƛŎ ƴƻǘ ŎƻƴƴŜŎǘŜŘέ ŜȄŎŜǇǘƛƻƴΦ ¢Ƙƛǎ ǿŀǎ ōŜŎŀǳǎŜ ǘƘŜ ŦƻƭƭƻǿƛƴƎ ǊŜŘƛǊŜŎǘ ǿŀǎ ƳƛǎǎƛƴƎ ŦǊƻƳ ǘƘŜ bŜǳǊƻƴ 

9{. 9ȄǇƭƻǊŜǊΩǎ ŀǇǇΦŎƻƴŦƛƎ ŦƛƭŜΥ 

<dependentAssembly> 

<assemblyIdentity name="System.Runtime.CompilerServices.Unsafe" publicKeyToken="b03f5f7f11d50a3a" 

culture="neutral" />  

<bindingRedirect oldVersion="0.0.0.0-5.0.0.0" newVersion="5.0.0.0" /> 

</dependentAssembly> 

Additionally, the generic error message has been replaced with the correct underlying error message. 



FIX ς Solution Modified message when Solution is closed - If a user opened a solution in Neuron 

Explorer, then closed the solution using the File menu option, then modified the solution outside 

Neuron Explorer, a change was still detected for that solution even though it was closed. This would 

cause a popup to displayed stating the solution has been changed and if the solution should be 

reloaded. 

Neuron Runtime  

MOD - Added SQL Error Code 596 to list of codes we should retry the SQL connection on ς If Neuron 

previously received the following error message, it would not attempt to retry the connection to 

recover: 

Cannot continue the execution because the session is in the kill state 

FIX ς Environment Variable is not set ς This issue could occur if there are a large number of endpoints 

being hosted in a given endpoint host. The error that would occur states that an environment variable 

has not been set and would happen if bindings were being used to set properties on any type of 

endpoint that supports bindings (if the binding was using an environment variable). The issue usually 

would occur during startup of the endpoint host when all hosted endpoints were being started up. 
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Workflow  

FIX ς C# Editor throws exception - If a user tried to open a C# class code editor in workflow (i.e. right 

click on the activity and select "edit code"), they could run into an error that states that assembly 

loading has failed and that the enumeration may not execute since the collection was modified. 

FIX ς VB.NET/C# Code Editor Displays incorrect line numbers ς Incorrect line numbers would be 

displayed if a design time error occurred.  

FIX ς VB.NET Workflow Activity error ς The VB.NET Workflow Activity would through a compile error 

anytime when the editor was opened at design time.  

Business Processes 

FIX ς VB.NET/C# Code Editor Displays incorrect line numbers ς Incorrect line numbers would be 

displayed if a design time error occurred.  

FIX - JSON Schema Validation step - When an exception was thrown in the "Valid" branch, execution 

would jump to the "Invalid" branch. This was due to the step catching all exceptions and not just the 

invalid schema exception. 

FIX ς h5./ tǊƻŎŜǎǎ {ǘŜǇ ƎŜƴŜǊŀǘŜǎ ά¢ƘŜ /ƻƴƴŜŎǘƛƻƴ{ǘǊƛƴƎ ǇǊƻǇŜǊǘȅ Ƙŀǎ ƴƻǘ ōŜŜƴ ƛƴƛǘƛŀƭƛȊŜŘέ - An empty 

connection string could be used in the case that there is more than one ODBC process step running in 

the same Windows process AND one of the ODBC process steps is being called with a dynamic 

connection string (i.e. the connection string is passed in on the ESBMessage custom property 

"odbc.ConnectionString"). This would cause an exception to be thrown with the message "The 



ConnectionString property has not been initialized". The exception would appear to be thrown randomly 

from any ODBC step that did not use dynamic connection strings that ran in the same Windows process 

as the ODBC step that did use dynamic connection strings. 

Neuron Runtime  

FIX ς Endpoint Host stuck in Starting State - If an Endpoint Host started from a failover, and it contained 

a workflow endpoint, then if a user restarted the workflow endpoint from Endpoint Health in Neuron 

Explorer, the Endpoint Host would get stuck in the "Starting" state even though it is running. 

Neuron ESB Explorer 

FIX ς Neuron ESB Explorer crashes when using C# code editor ς When editing within a C# code editor 

within a Business Process, the Neuron ESB Explorer could run into a condition causing an unhandled 

exception to occur and crash the Neuron ESB Explorer. The exception that could occur is: 

System.InvalidOperationException: Collection was modified; enumeration operation may not execute. 

Neuron 3.6.0.1291  

Workflow  

FIX -  Multiple Workflow Instances started for each message - If a workflow host started to experience 

exceptions of type "InstancePersistenceException" (which includes "InstanceOwnerException" and 

"InstancePersistenceCommandException") and the workflow endpoint was restarted (e.g. from Neuron 

Explorer's endpoint health page or upon changing the Neuron configuration), the Workflow Subscriber 

would not get cleaned up. 

 

This could lead to messages being received by multiple instances of the subscriber, which could cause 

multiple workflow instances to be kicked off for each message received. 

 

An "InstancePersistenceException" is usually caused by outages in SQL Server connectivity that persist 

for longer than 10 minutes when using the default transient fault handling settings (in versions older 

than 3.6.0.1282, it could occur at around 5 minutes). 

Neuron 3.6.0.128 7 

Environment Variables  

FIX ς Environment Variable values with Unicode characters not saved correctly ς if the values entered 

for an Environment Variable contained specific Unicode characters, they would not be persisted 

correctly. Previously, the Neuron ESB Explorer was using άISO-8859-1έ for encoding rather than Unicode. 

This has been modified to only use Unicode encoding. For instance, if a user entered the following value, 

άǘŜǎǘőǑȌŏŚšǀǖέΦ Once the solution had been saved and reopened, the value would be presented as this: 

άǘŜǎǘŎǎȊŎŘšǀǖέ 



Business Processes 

FIX ς Binding Change does not enable Apply ς If Environmental Variable Bindings were added or edited 

on a Process Step, the activity would not enable the Apply Button. The user would have to change some 

other property in the property grid before the Apply button would be enabled. This has been fixed. 

Runtime  

FIX ς Log Cleanup ς At runtime, Neuron ESB will delete log files and log folders that exceed the Log 

Retention threshold defined in the Configure Server section of the Neuron ESB Explorer. By default, this 

is 10 days. However, Neuron ESB was first deleting the directories and then iterating through and 

deleting older individual log files that remained. This could result in newer log files be deleted because 

the original log folder, though created beyond the threshold, was still the current log folder because 

Neuron ESB had not been restarted. Neuron ESB creates a new Log Folder using a Timestamp only on 

startups. The logic has been changed to first delete older individual log files in all existing Log 

directories. After which all older Log directories which exceed the threshold would be deleted provided 

that they did not contain existing log files. 

Workflow  

FIX ς Unable to update referenced assembly in designer if assembly is updated - If a workflow code 

activity referenced an assembly, then the assembly was updated, users were unable to update the 

reference using the workflow designer. An exception in Neuron Explorer would occur when trying to 

manage the assembly references. 

 

Now if the referenced assembly cannot be found or loaded, Neuron Explorer will attempt to find any 

version of the assembly in the instance's folder and any subfolders. If found, the user will have the 

option to use that assembly and update all references in any code activities. Note that although if the 

references are updated, if the assembly is located in a subfolder in the instance directory, the probe 

path must still be set in the app's config (e.g. EsbService.exe.config) for any code activity that reference 

that assembly. 

 

If no version of the assembly can be found, the user will have the option to remove all references to the 

assembly in any code activities. 

 

NOTE: This functionality is only available if the assemblies are referenced at the workflow level. 

FIX ς Endpoint Host at 100% CPU Utilization on failure of SQL Server - If an endpoint host was hosting a 

workflow endpoint and the SQL Server was not available for over 5 minutes, the endpoint host could 

start consuming a lot of CPU and Memory. Additionally, for all Endpoint Hosts that workflows are 

ŀǎǎƛƎƴŜŘ ǘƻΣ ǘƘŜ άtƻƻƭ.ƭƻŎƪƛƴƎtŜǊƛƻŘέ ŦƻǊ ǘƘŜ /ƻƴƴŜŎǘƛƻƴ {ǘǊƛƴƎ ǘƻ {v[ {ŜǊǾŜǊ ƛǎ ƴƻǿ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ǎŜǘ 

ǘƻ άbŜǾŜǊ.ƭƻŎƪέΦ ¢Ƙƛǎ ƛǎǎǳŜ ǿƻǳƭŘ ƻƴƭȅ ǇǊŜǎŜƴt itself if the SQL error code returned was not in the list of 

transient errors that is maintained within the Neuron ESB runtime. The SQL error codes that will cause 

the SQL Connection to retry using the transient fault handling mechanism are:  



40501, 10928, 10929, 10053, 10054, 10060, 10061, 40197, 40540, 40613, 40143, 1225, 1205, 

233, 64 -2, 20, 53, 983, -1, 3906 

 

Lastly, the default transientFaultHandling Incremental strategy has been changed to retry for a 

minimum of 10 minutes with a 15 max retry count (16 if firstFastRetry is true) and 5 second initial 

interval and retry increment (600 seconds at minimum). 

FIX ς Throw with Message Workflow Activity - The arguments were not marked as required so it could 

cause a null exception if no "Message" argument was supplied. This would occur when a workflow 

aborted due to the activity which caused the workflow command to not be removed from the database. 

This would cause the workflow to start a new instance after a while since the command would be 

considered "timed out" and set to be reprocessed. 

Adapters  

MOD ς The Password property is now visible when Private Key is selected. 
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Runtime  

MOD ς Timers ς Removed unnecessary stopping of timers within heartbeat interval routines. This could 

have had a negative impact on performance.  

MOD ς Parties would stop reconnecting to management service after 10 minutes - Previously, all 

connected parties would call the central Management Service hosted by ESB Service every 10 to 15 

seconds to update its client statistics as well as check for configuration changes. If for whatever reason, 

the connection to the management service failed, the Party would attempt to continuously reconnect 

for up to 10 minutes, logging warnings on each attempt. This has been modified so that the Party will no 

long stop attempting to reconnect after 10 minutes. However, after 10 minutes, the Party will only log a 

warning every 15 minutes thereafter, until it successfully reconnects. 

MOD ς Timers ς Changed the timer in the TCP channel and Rabbit Channel to use 

System.Threading.Timer. 

Test Client  

FIX ς Recording duplicate Event Log entries ς This would occur due to an extra Logger element in the 

¢Ŝǎǘ /ƭƛŜƴǘǎΩ ΦŎƻƴŦƛƎ ŦƛƭŜΦ 

FIX ς Null Exception after ESB Service goes down ς If the Test Client was Connected to the ESB Service 

and the ESB service went down for longer than 10 minutes, once it came back up, a null exception would 

be thrown if an attempt was made to send a message from the Test Client.  

Messaging 

MOD ς TCP Clients would stop reconnecting after 20 minutes ς Previously, if a Party was connected to a 

TCP Topic and that Topic went offline or down, the Party would attempt to continuously reconnect for 



up to 20 minutes, logging warnings every few seconds. This has been modified so that the Party will no 

long stop attempting to reconnect after 20 minutes. However, after 10 minutes, the Party will only log a 

warning every 15 minutes thereafter, until it successfully reconnects. 

FIX - Rabbit MQ Topics/ Endpoints not recovering - if Rabbit MQ was offline when Neuron ESB was 

started up, the Topics would be marked as Failed in endpoint health. However, any dependent Adapter, 

Service or Workflow Endpoints would appear green and Started in endpoint health, even though they 

had failed to start due to their inability to communicate with the Rabbit MQ Topic. If Rabbit MQ was 

later started up, the Topics did not automatically recover and return to a Started state. This was the 

same for any Party, Adapter Endpoint, Service Endpoint or Workflow Endpoint associated with the Topic 

i.e. They did not auto reconnect to the Rabbit MQ Topic. Since the underlying Topic would never have 

been connected to on the original startup, once Rabbit was started, the endpoints would not attempt to 

reconnect. Additionally, if someone attempted to send a message to the Topic, Neuron would think the 

client was connected when it was not...hence they would receive a null exception.  

FIX ς Null Exception returned on Send when Disconnected ς if a user attempted to send a message to 

Topic via a Party when the Topic was offline, a null exception would be returned. Now the user will get a 

message indicating that the Party is not currently connected to the Topic. 

Services 

FIX - Null Exception returned when sending a request to Client Connector - if a user attempted to send a 

message to the URL hosted by a client Connector when its configured Topic was offline, a null exception 

would be returned, including the entire stack trace. Now the user will get a message indicating that the 

Party is not currently connected to the Topic without the stack trace. 

Monitoring  

FIX ς Endpoint Health not recording some Workflow Errors ς If there were errors and warnings 

generated at startup, they may not have been reflected in Endpoint Health.  

FIX ς Workflow Endpoints would not reflect issues if dependent Topic went offline ς If the dependent 

Topic for a Workflow Endpoint went offline, or the workflow failed to connect to it on startup, the 

Workflow would not register any errors or warnings in Endpoint Health and would be displayed as 

Started and Green. 
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Services 

FIX ς HTTP Status Code 422 ς If a service endpoint returned a 422, it would cause the following the 

error: 

 'Enum value '422' is invalid for type 'System.Net.HttpStatusCode' and cannot be serialized. 

We now intercept that and report it as a 400 HTTP Status code 



FIX ς HttpBasic Security Model ς This is now supported with REST endpoints when using a Username 

credential. Previously, we were not creating the necessary HTTP Authentication Header for it.  

Workflow  

FIX ς Starting aborted workflow would fail on failover server ς When using the Neuron Explorer, if a 

workflow was running on a server and it aborted, then an attempt was made to start it on a failover 

server, it would not work. Now we send the restart command to whichever server the workflow 

endpoint is currently running on (only in the case of primary-failover setup for the endpoint host that 

the workflow endpoint is assigned to). 

Adapters  

FIX ς Sales Force Adapter - Salesforce adapter was not honoring Send Timeout property. Would default 

to 2 seconds instead. 

MOD ς NetSuite Adapter ς The adapter has been updated to use the HMAC-SHA256 for all Token Based 

Authentication. Previously, the HMAC-SHA1 algorithm was used. 

Runtime  

FIX ς Environment Variable to control Enable/Disable - If an environment variable was used to control 

the enable/disable flag of an endpoint and, that endpoint was hosted within an endpoint host, the 

following error would occur:  

The <adapter name> failed to start. Error occurred attempting to set the 'Enabled' property 

using the '{$NameOfEnvironmentVariable}' Environment Variable. The environment variable 

NameOfEnvironmentVariable has not been set 

Neuron 3.6.0.1264  

Workflow  

FIX ς Workflow Performance Counters ς There were 2 performance counters that were not being 

properly disposed of. 

FIX ς Receive Message not receiving correlated message on time - The Receive Message activity would 

not receive the correlated message until the timeout period elapsed that is set in the "Timeout" 

property. This occurs if the Workflow was unloaded while waiting for the message. 

FIX ς Endless loop of Workflow Endpoint during Change event - The workflow endpoint could endlessly 

loop upon changing the running workflow definition and then saving the configuration as the updated 

configuration was not being properly retrieved for the workflow's party. 

FIX ς Missing Logging Information - The party used by a workflow endpoint would not log anything. 

Services 

FIX ς WebHttp Binding for Service Connectors ς Support has been enabled for using WebHttp binding in 

scenarios where the REST binding may fail. 
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Services 

FIX ς Dynamically setting the URL of REST endpoint using OAUTH - If using the Addressing.To property to 

dynamically change the URL of a service connector at runtime, if the Service Connector also had an 

OAUTH provider assigned to it, the user would receive an Authentication exception similar to the one 

below. 

Neuron.Esb.EsbService.RestPolicyStatusException: The REST Service call returned the HTTP 

Status Code '401' that violates the established service policy 'REST Policy' 

FIX ς Incorrect Service Policy may be executed ς If a user has more than one Service Policy defined in the 

solution and Service Endpoints are bound to the different policies, an incorrect policy may be executed 

at runtime. 

Business Processes 

FIX ς Debugging Error when using Audit Step - If a user attempted to debug a Neuron business process 

in the Neuron ESB Explorer Business Process designer and the process contained an Audit step, the audit 

step would fail due to the instance name not being set. 

FIX ς Transform XSLT Process Step honoring xsl:output Encoding attribute ς The step has been modified 

to honor the Encoding attribute of the XSL:Output element of the XSLT document. 

FIX ς Parallel Process Step throws Exception ς under uncertain conditions, the parallel step may throw a 

System.NullReferenceException after all the steps within all the branches had been executed 

successfully. This was due to a thread race condition.  

Neuron Update Patch  

FIX ς Patch update would cause failure in Runtime ς Updated the Patch to include updated Xceed 

libraries and as well as the new Neuron.ProcessRunner.exe.config file. These were missing in the 

previous patch which would cause the patch to fail. 

Neuron Database 

MOD ς Neuron ESB Database Creation ς Neuron ESB will no longer set the size of the database file or log 

file at creation time.  
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Adapters  

FIX ς Adapter Policy adding Retries ς If an Adapter Policy was set for 0 retries, at least 1 retry would be 

attempted by the runtime. This has been corrected.  

NEW ς File Adapter Query Mode ς A Query Mode property has been added to the File Adapter. This 

allows users to create an Adapter Endpoint that can be called via Messaging or directly through a 

Business Process which returns one or more files read from the folder and matching either the filename 



or file extension specifications configured for the adapter endpoint. The Query mode supports all the 

features that users find on Publish mode (when the File Detection property is set to Polling). The 

message body returned from the Adapter Endpoint is of type Neuron.Esb.Adapters.Files. This object will 

contain a collection of Neuron.Esb.Adapters.DataFile objects. Each DataFile class is defined as: 

    public  class  DataFile  
    {  
        public  DateTime CreationTimeUtc { get ; set ; }  
        public  DateTime LastWriteTimeUtc { get ; set ; }  
        public  string  Encoding { get ; set ; }  
        public  string  ArchiveFolder { get ; set ; }  
        public  Byte[] Bytes { get ; set ; }  
        public  string  Text { get ; set ; }  
        public  long  Length { get ; set ; }  
        public  string  Name { get ; set ; }  
        public  string  Path { get ; set ; }  
        public  bool  ReadOnly { get ; set ; }  
        public  bool  Binary { get ; set ; }  
        public  string  Extension { get ; set ; }  
        public  string  Fullname { get ; set ; }  
        public  string  Filename { get ; set ; }  
        public  bool  MetaDataOnly { get ; set ; }  

    }  

Using a Business Process, The DataFile objects can be iterated through using a For Each process Step. 

Below is a graphic demonstrating a simple process that iterates through each DataFile, publishing each 

to a Topic.  



 

New ς File Adapter reads for a specific file (s) ς Users could only configure the set of file extensions to 

look for when the File Adapter was configured for Publish mode. The adapter would then, either 

through polling or monitoring of folder events, read the files which matched the extension specifications 

ǇƻǇǳƭŀǘŜŘ ƛƴ ǘƘŜ άCƛƭŜ ¢ȅǇŜέ ǇǊƻǇŜǊǘȅΦ CƻǊ ŜȄŀƳǇƭŜΣ ǘƘŜ ŦƻƭƭƻǿƛƴƎ ǿƻǳƭŘ ōŜ ŀ ǾŀƭƛŘ ŜƴǘǊȅ ŦƻǊ άCƛƭŜ ¢ȅǇŜέΥ 

*.txt;*.xlsx;15 ??eudesic W9.p?f;*.png 

¢ƘŜ ŀŘŀǇǘŜǊΣ ǊŜƎŀǊŘƭŜǎǎ ƻŦ ǘƘŜ άCƛƭŜ 5ŜǘŜŎǘƛƻƴέ ǇǊƻǇŜǊǘȅ ǎŜǘǘƛƴƎ όǿƘƛŎƘ ŎƻǳƭŘ ōŜ ŜƛǘƘŜǊ tƻƭƭƛƴg or 

FolderEvents) would retrieve all files which matched the list of extensions. However, now the Publish 

mode and Query mode of the adapter supports retrieving one or more files (separated by a semicolon), 

that match specific full names. For Publish mode, this feature is ONLY accessible when the File Detection 

property is set to Polling, and the File Retrieval Method is set to FileName.  

MOD ς File Adapter Overwrite on Archive ς An Overwrite option has been added to the archive feature 

of the adapter. Previously, if the file name already existed in the archive folder, attempting to move the 

file with the same name would throw an error. 

MOD ς MQSeries Adapter Cipher Specs - Added the following additional cipher specs to the MQSeries 

adapter and process step: 

¶ TLS_RSA_WITH_AES_128_CBC_SHA 

¶ TLS_RSA_WITH_AES_256_CBC_SHA 

¶ TLS_RSA_WITH_AES_128_GCM_SHA256 



¶ TLS_RSA_WITH_AES_256_GCM_SHA384 

¶ ECDHE_ECDSA_AES_128_CBC_SHA256  

¶ ECDHE_ECDSA_AES_256_CBC_SHA384  

¶ ECDHE_ECDSA_AES_128_GCM_SHA256  

¶ ECDHE_ECDSA_AES_256_GCM_SHA384  

¶ ECDHE_RSA_AES_128_CBC_SHA256  

¶ ECDHE_RSA_AES_256_CBC_SHA384  

¶ ECDHE_RSA_AES_128_GCM_SHA256  

¶ ECDHE_RSA_AES_256_GCM_SHA384 

Messaging 

FIX ς Parties Not Renewing Topic Connections with changes of Topic Network Properties ς For the most 

part, parties would recycle and renew their Topic Connections if they detected that a change occurred in 

the Network Properties. However, this did not happen in all cases. Now we check each individual 

ǇǊƻǇŜǊǘȅ ǘƻ ǎŜŜ ƛŦ ƛǘ Ƙŀǎ ōŜŜƴ ŎƘŀƴƎŜŘ ŀƴŘ ƛŦ ǎƻΣ ǿŜ ǊŜŎȅŎƭŜ ǘƘŜ tŀǊǘȅΩǎ ŎƻƴƴŜŎǘƛƻƴ ǘƻ ǘƘŜ ¢ƻǇƛŎ ǎƻ ǘƘŀǘ ƛǘ 

can use the new Network Properties.  

NEW ς Rabbit MQ and Multi Threaded Receive ς Rabbit MQ Topics provide single threaded 

consumption of messages to subscribing Parties out of the box. This behavior also provides ordered 

delivery out of the box. Previously, the only way to increase throughput would be to create multiple 

instances of the Endpoint or Party. This would in turn create multiple consumers for each underlying 

queue. This ƘŀŘ ƭƛƳƛǘǎ ŀǎ ƛǘ ǿƻǳƭŘ ŀƭǎƻ ōŜ ŎǊŜŀǘƛƴƎ ŎƻƳǇŜǘƛƴƎ ŎƻƴǎǳƳŜǊǎΦ Lƴ ǘƘƛǎ ǊŜƭŜŀǎŜΣ ŀ άaǳƭǘƛ 

¢ƘǊŜŀŘŜŘέ ǇǊƻǇŜǊǘȅ Ƙŀǎ ōŜŜƴ ŀŘŘŜŘ ǘƻ wŀōōƛǘ av ¢ƻǇƛŎs (default value is False). If set to true, the 

άbǳƳōŜǊ ƻŦ ¢ƘǊŜŀŘǎέ ǇǊƻǇŜǊǘȅ ǿƛƭƭ ōŜŎƻƳŜ ǾƛǎƛōƭŜΦ Lǘ Ŏŀƴ ōŜ ǎŜǘ ŦǊƻƳ м ǘƻ ǳǇ ǘƻ нлΣ ǘƘƻǳƎƘ ǘƘŜ ŘŜŦŀǳƭǘ 

value is 5. This will indicate how many threads the Neuron ESB subscriber will use to dispatch messages 

received from the underlying consumer. Then can significantly increase subscriber throughput when 

using Rabbit MQ based Topics. 

Neuron ESB Explorer and Tools  

FIX ς ImportConfig.exe and Remote Powershell sessions ς When using the invoke-command in 

Powershell to execute the ImportConfig command on a remote computer a NativeCommandError would 

occur. This has been fixed. 

Auditing  

FIX ς Resubmitting Binary Messages fail ς Once a message has been saved in the Audit system, it can be 

retrieved and saved to disk or, resubmitted to an endpoint or publisher through the Message Viewer in 

either the History or Failed Message reporting feature of the Neuron ESB Explorer. If the message was of 

type Binary, as in the case of a message from the POP3 adapter that contains attachments, resubmits 

would fail with a System.Runtime.Serialization.SerializationException exception. This has been 

corrected. 
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Health Monitoring  

FIX ς REST API call to ClientConnectors returns 500 ς When a user made a REST API (i.e. 

http://{NeuronMachine}:51002/help/index) call to retrieve the list of Client Connectors an HTTP Status 

Code of 500 would be returned. The specific API is: 

VERB: GET  

URL: /neuronesb/api/v1/Configuration/{instance}/ClientConnectors 

NEW ς REST API for retrieving Failed and Audited Messages ς 4 new API calls have been added to the 

Activity section of the Neuron ESB REST API (http://{NeuronMachine}:51002/help/index) that allows 

users to return either a single Failed Message or Audited Messages, or a collection of either. A database 

updated is required for one of the APIs. Users must manually run the 

UpdateReportingStoredProcedures.sql ǎŎǊƛǇǘ ƭƻŎŀǘŜŘ ƛƴ ǘƘŜ ŘŜŦŀǳƭǘ ΨC:\Program Files\Neudesic\Neuron 

ESB v3\SqlΩ ŦƻƭŘŜǊΦ The specific APIs are as follows: 

VERB: GET  

URL: /neuronesb/api/v1/Activity/{instance}/FailedMessage/ID/{messageid} 

Returns one or more failed messages that match the provided message id for the given instance. 

VERB: GET  

URL: /neuronesb/api/v1/Activity/{instance}/FailedMessage/Sequence/{sequenceid} 

Returns one failed message that matches the provided sequence id for the given instance. 

VERB: GET  

URL: /neuronesb/api/v1/Activity/{instance}/Message/ID/{messageid} 

Returns one or more Audited messages that match the provided message id for the given 

instance. 

VERB: GET  

URL: /neuronesb/api/v1/Activity/{instance}/Message/Sequence/{sequenceid} 

Returns one Audited message that matches the provided sequence id for the given instance. 

NEW ς REST API Logging and Exception Shielding ς Logging has been implemented. All errors and, 

Debug, Verbose and Info statements will now be written to the NeuronOperationService-{date}.log file 

located in the logs directory of the Discovery Service (default location: C:\Program Files 

(x86)\Neudesic\Neuron ESB v3\ logs). Previously, if an error occurred the entire error and stack would be 

returned to the client. Now the client will receive a message (i.e. HTTP ReasonPhrase) as well as an HTTP 

status code of either 500, 200, 204, or 404. This has been done for the Configuration and Activity 

Sections of the REST API. 

FIX ς REST API Configuration Not reflecting current configuration ς The configuration that the REST API 

ǿŀǎ ƭƻŀŘŜŘ ŀǘ ǘƘŜ ǎǘŀǊǘ ǳǇ ƻŦ ǘƘŜ ŘƛǎŎƻǾŜǊȅ ǎŜǊǾƛŎŜΦ LŦ ŀ ǊǳƴƴƛƴƎ ƛƴǎǘŀƴŎŜΩǎ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ǿŀǎ ŎƘŀƴƎŜŘ ōȅ 



restarting the instance, the REST API would still reflect the original configuration that was associated 

with the instance on the startup of the discovery service. 

MOD ς Locking in Audit and Failed Message Reports ς if using the Neuron ESB Explorer to query Audited 

or Failed Messages and the existing database has many records and the query is done at a time of active 

runtime auditƛƴƎΣ ƭƻŎƪƛƴƎ ŜǊǊƻǊǎ ŎƻǳƭŘ ƻŎŎǳǊΦ ²ŜΩǾŜ ŀŘŘŜŘ ǘƘŜ bh [h/Y Ƙƛƴǘ ǘƻ ŀƭƭ ǊŜǇƻǊǘƛƴƎ ōŀǎŜŘ 

stored procedures to alleviate this. Users must manually run the UpdateReportingStoredProcedures.sql 

ǎŎǊƛǇǘ ƭƻŎŀǘŜŘ ƛƴ ǘƘŜ ŘŜŦŀǳƭǘ ΨC:\Program Files\Neudesic\Neuron ESB v3\SqlΩ ŦƻƭŘŜǊΦ 

Auditing  

FIX ς Custom SOAP Headers Not Stored ς When a message had custom SOAP headers and the message 

was audited, the custom SOAP Headers were not being serialized correctly into the Neuron ESB Audit 

database.  

Runtime  

FIX ς Run As for Endpoint Host throws Access Denied Error ς When attempting to run an Endpoint Host 

under specific user credentials (other than LocalSystem) an access denied error would occur. This has 

been fixed. However, if ESB Service is running under something other than LocalSystem, the service 

account must be given the following permissions in the Security Policy for Windows (LocalSystem 

account should have these already). This is now documented in the Readme.html file.: 

¶ Log on as a service 

¶ Act as part of the operating system 

¶ Adjust memory quotas for a process 

¶ Replace a process level token 

 

Adapters  

FIX - Salesforce Adapter - When using the SOAP API, the first call to the API would call login to retrieve a 

session ID that would be used on subsequent calls. The session ID would have an expiration time, and 

when it expired the adapter would call login again to get a new session ID.  The expiration time was 

incorrectly being stored as the current time, causing the adapter to believe the session ID had expired 

on the next call. The adapter was calling login for every request sent to the SOAP API.  This has been 

fixed and the expiration time is being appropriately saved based on the session settings that are set in 

Salesforce-> Setup->Session Settings. 

Neuron ESB Explorer 

FIX ς Environment Variables ς If a user chooses to delete an environment variable, then the values of 

the next environment value in the list will be emptied out. 



Neuron 3.6.0.123 6 

Adapters  

FIX - SharePoint Adapter - Addressed issue when the error 

άbŜǳǊƻƴΦ9ǎōΦ!ŘŀǇǘŜǊǎΦ{ƘŀǊŜtƻƛƴǘΦ{ƘŀǊŜtƻƛƴǘ!ŘŀǇǘŜǊ9ȄŎŜǇǘƛƻƴΥ CŀƛƭŜŘ ǳǇŘŀǘƛƴƎ ƭƛǎǘ ±ŜƴŘƻǊ tǊƻƎǊŀƳ 

Announcements, WSS returned the following error Message: Column 'xxx' does not exist. It may have 

ōŜŜƴ ŘŜƭŜǘŜŘ ōȅ ŀƴƻǘƘŜǊ ǳǎŜǊΦέ Lǎ ǊŜǘǳǊƴŜŘΦ  ¢Ƙƛǎ ŜǊǊƻǊ Ƴŀȅ Ƙŀve occurred on some SharePoint sites and 

not others (i.e. a test site vs. production site), when using the same column name.  This issue has been 

addressed by using the internal column name as set by the SharePoint site. 

Service Endpoints  

FIX ς Service Policy REST Status Codes - When a REST response with a status code that is listed in the 

"Include" list of Http Status codes in the policy contains a body with content, the following exception 

would be thrown: "This message cannot support the operation because it has been written." 
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Adapters  

FIX ς Dynamics CRM Plugins ς Adding missing άMicrosoft.Xrm.Sdk.Workflow.dllά 5ȅƴŀƳƛŎǎ CRM SDK 

assembly used by Dynamics CRM Plugins. 

NEW ς Rabbit MQ Adapter ς Added support for dynamically setting the Rabbit MQ replyto and 

replytoaddress properties on outbound messages. The specific 4 properties which can be set on the 

outbound Neuron ESB Message are όǿƘŜǊŜ άǊƳǉέ ƛǎ ǘƘŜ ŀŘŀǇǘŜǊ ǇǊŜŦƛȄ ǇǊƻǇŜǊǘȅύ: 

¶ rmq.ReplyTo 

¶ rmq.ReplyToAddress.ExchangeName 

¶ rmq.ReplyToAddress.ExchangeType 

¶ rmq.ReplyToAddress.RoutingKey 

Business Processes 

NEW ς MQSeries Process Step ς Added the ability to configure the process step using either Username 

and Password or SSL. SSL requires that the binding property be set to Client. This makes the process step 

consistent with the MQSeries Adapter. 

Service Endpoints  

FIX - Client Connectors ς when an incoming SOAP request is routed to a service connector, and the 

service called by that service connector returns a SOAP Fault that includes custom SOAP headers, the 

client connector would not return those custom SOAP headers to the client.  This issue has been fixed.  

Now, when a client connector is configured to Enable SOAP Headers, it will return SOAP headers that 

are included with a SOAP Fault that is returned by a call made by a service connector. 

FIX ς Service Policy REST Status Codes - When a Rest Service Policy was configured to exclude http status 

codes that WCF considers communication exceptions, the Rest Service Policy would not work correctly. 

Now when a status code like 404 is added to the list of excluded http status codes, responses with that 



code will be excluded from the policy's retry and failure logic. Also, the Neuron ESB Message Header 

FaultType property will now be set to None when the REST Service Policy is set to exclude a protocol or 

communication exception. 

Logging 

FIX ς Service Connector Logging Inconsistencies ς Some log entries could be written to unrelated Service 

Connector log files rather than the Service Connector log file they were targeted for. 

FIX ς Message Audit Log Entries ς Some log entries could be written to log files not related to the target 

log file. 
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Adapters  

FIX - Azure Service Bus Adapter - improved performance when using batching in publish mode. 

FIX - Azure Service Bus Adapter fix - When polling for messages from a queue that has sessions enabled, 

an exception would be thrown when there are a large number of message sessions.  The exception 

would include the text "The service was unable to process the request; please retry the operation." 

FIX - SharePoint Subscription Adapter - Fixed issue where SharePoint returned the error "Column 'xxx' 

does not exist. It may have been deleted by another user. This would occur when attempting to 

create/update a list item with custom column names. 

FIX - SharePoint Subscription Adapter - Attempting to update an existing attachment in a list may fail. 

NEW - SharePoint Subscription Adapter - Allows the addition of the Neuron ESB message body as an 

attachment when creating a list item. 

MOD - REST based Adapters - When using a REST based adapter, if an unauthorized exception was 

returned by the service being called, an error similar to the following would be reported: 

"The <adapter endpoint>, '<name of adapter>', failed to send the message. Calling the 

'https://myserver.api.crm4.dynamics.com/api/data/v9.1' url after retrieving a new Token still 

resulted in a 401: Unauthorized error. cd46265e-14f8-43c6-b4ec-c7486675a51b" 

This message has been modified to now include the error description returned by the underlying HTTP 

call. 

MOD - Dynamics XRM SDK - Upgraded From 8.2 to 9.0.2.21. 

FIX ς MQSeries Adapter ς Could throw an Object Not Found exception when listing the Queues in the 

Neuron ESB Explorer 

MOD ς MQSeries Adapter ς The .NET API for IBM MQ (i.e. amqmdnet.dll) has been updated from 

version 8.0.0.12 to 9.1 



NOTE: Starting with Version 8 of IBM MQ, MSMQ Topics with Transactions enabled are no longer 

supported when an MQSeries Adapter Endpoint (either subscribing or publishing to that topic) 

also has Transactions enabled. IBM has essentially discontinued support for this type of 

Distributed Transaction Scenario. For example, if a message is published to an MSMQ Topic with 

transactions enabled, and an MQSeries Adapter Endpoint (with Transactions set to True) is 

subscribing to the message, the following error would be generated: 

WebSphere MQ Adapter - WebSphere MQ error ', 2012 : Reason Code: 2012', occurred while trying 

to send message to Queue, 'X'. 

CompCode: 2, Reason: 2012 

 

The immediate way to correct the error would be to either turn off transactions on either the 

Topic or the Adapter Endpoint. 

Logging 

FIX ς Master Log file ignored Verbose Logging ς If Verbose logging was configured for the Neuron ESB 

Runtime, DEBUG statements would not be written to the Master log file. This has been corrected. 

Installation  

MOD ς Bootstrapper Application ς ¢ƘŜ bŜǳǊƻƴ 9{. LƴǎǘŀƭƭŜǊΩǎ ōƻƻǘǎǘǊŀǇǇŜǊ ŀǇǇƭƛŎŀǘƛƻƴΣ 

άInstallNeuronESB.exeέΣ ƛǎ ƴƻǿ ōŜƛƴƎ ŘƛƎƛǘŀƭƭȅ signed. Previously, if a user launched it, the Windows 

Operating System would display a message stating that the publisher was unknown. Previously, we were 

only signing the MSI package. 

Configuration  

FIX ς Swagger Docs Not Accessible at Runtime ς Although the Swagger Document collection of the 

Neuron ESB Configuration object was accessible at design time, it was not accessible at runtime. An 

empty collection would always be returned. 

Business Processes 

FIX ς Compression Process Step ς When in Verbose logging mode, the Zip Encryption Password (if 

entered) would be written to the log file. 
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Business Processes 

FIX ς C# Class Process Step - When adding an assembly reference in the code editor from the GAC, it 

would throw ά±ŀƭǳŜ Ŏŀƴƴƻǘ ōŜ ƴǳƭƭέ error on the first one added. Additions from the GAC after that 

would work, but the first referenced assembly would not be accessible in the code editor. 

Neuron ESB Runtime 

FIX ς Custom Counters File View of Memory Error - Customers may encounter an error like the follow:  

Could not initialize performance counter for ΨғǎƻƳŜ ƴŀƳŜҔ'. Custom counters file view is out of 

memory. 



Auditing  

FIX ς Message Viewer Fails with Older Messages ς After upgrading the Neuron ESB Database, the 

following error may be reported if viewing messages that were Audited prior to build 3.6.0.1176. This 

was due to format changes made to the serialization of the ESB Message.  This has been corrected. 

System.Runtime.Serialization.SerializationException: There was an error deserializing the object 

of type Neuron.Esb.ESBMessage. Element 'item' was not found 

Neuron ESB Explorer 

FIX ς Connect to Remote Servers ς Previously the status displayed in Neuron ESB Explorer Toolbar was 

from the local server even if a user was connected to a remote server. Now it displays the remote 

server's status. 

FIX ς Securing Parties with ACL ς Users were unable to select an Access Control List to secure a Publisher 

or Subscriber 

Adapters  

NEW - Salesforce Adapter - Added support for setting SOAP headers when using the SOAP API.  Certain 

Salesforce objects may require SOAP headers for processing.  You can now add these SOAP headers to 

the Salesforce request message in the same manner as you would for adding SOAP headers to a Service 

Connector request.  For example, to add the AssignmentRuleHeader SOAP headers, use this code in a C# 

step in a process: 

string  headerKey = "urn:partner.soap.sforce.com"  + "/"  +                               

"AssignmentRuleHeader" ;  

string  headerValue = "<AssignmentRuleHe ader 

xmlns= \ "urn:partner.soap.sforce.com \ "><useDefaultRule 

xmlns= \ "urn:partner.soap.sforce.com \ ">true</useDefaultRule></Assi

gnmentRuleHeader>" ;                      

if (!context.Data.Soap.Headers.ContainsKey(headerKey))  

        context.Data.Soap.Headers.Add(headerKey, headerValue);  

else  

        context.Data.Soap.Headers[headerKey] = headerValue;  

 

¸ƻǳ Ƴǳǎǘ ǳǎŜ ǘƘŜ ƴŀƳŜǎǇŀŎŜ άǳǊƴΥǇŀǊǘƴŜǊΦǎƻŀǇΦǎŦƻǊŎŜΦŎƻƳέ ŀǎ ǘƘŜ ōŜƎƛƴƴƛƴƎ Ǉart of the key.  Any SOAP 

ƘŜŀŘŜǊǎ ǘƘŀǘ ŀǊŜ ƛƴŎƭǳŘŜŘ ƛƴ 9{. aŜǎǎŀƎŜΩǎ {ƻŀǇΦIŜŀŘŜǊǎ ŎƻƭƭŜŎǘƛƻƴ ǘƘŀǘ Řƻ ƴƻǘ ǳǎŜ 

urn:partner.soap.sforce.com will be ignored by the adapter. 

FIX ς SFTP Adapter ς When using a Proxy that does not require user credentials, an authentication error 

would be returned.  

MOD ς Azure Service Bus Adapter ς If chunking was enabled for large message support, it would only be 

activated if Azure returned a MessageSizeException. However, in some circumstances, if Azure is mis 



configured, a QuotaExceedException could be thrown. We now check that exception and, if it is due to 

message size, Neuron will chunk and send the message as expected. 

FIX ς Rabbit MQ Adapter - Updated Rabbit MQ adapter to use same serialization logic for the ESB 

message when in Mandatory routing mode that the Neuron ESB Topic channel uses. this was done so 

that all the properties are represented. Also, the adapter has been updated reference 5.0.1 version of 

the Rabbit MQ API.  

Installation  

MOD ς Certificate Signing ς The Neuron ESB installer has been configured to use an updated code 

signing certificate. The powershell scripts shipped with Neuron ESB have also been updated with the 

new signature using the new certificate. 

Workflow  

FIX ς Audited Messages from Workflow Tracking ς Unable to audit pending messages from workflow 

tracking. The necessary parameters were not being set since the removal of the binary body from 

auditing. Now we are setting the necessary parameters. 
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This build requires a database update. To update the database, all workflows must be in a completed 

state, or a state where the workflows will never be resumed (i.e. cancelled, terminated, PURGE-

PENDING, or error processing). 

Workflow  

MOD ς Normal and Request/Reply Workflows do not automatically resume - If a user had normal 

workflows that unloaded due to stopping the ESB Service gracefully, or from persistent delays/receive 

message activities, the workflows would not automatically resume when the ESB Service and its 

associated Endpoint Hosts were restarted. Now they are restarted upon startup of the endpoint host. 

MOD ς Unable to restart Workflows - Users can now start and restart workflows with the "Instance 

Locked" state from workflow tracking. 

FIX ς Receive a message during Cancellation - The receive message activity could receive a message 

while it was being cancelled (by a Timeout activity, for example) but the message would be lost due to 

the cancellation. Now it is audited as a failed message. 

FIX ς Workflows may not resume during Failover - During endpoint host failover, if the server failed over 

back to the originally failed server, some workflows would not resume properly. 

FIX ς MultipleLockOwnersNotSupported exception - If a user cancelled, aborted, or suspended a 

workflow from workflow tracking, another workflow lock owner would be created by workflow 

foundation. This was due to the mentioned operations creating a new workflow instance store object, 

which creates the extra lock owners. This could result in a "MultipleLockOwnersNotSupported" message 

and most subsequent workflows would abort with that message if the workflow has a persistence step 

(including a persistent delay or timeout). 



To implement this fix, all workflows must be in a non-resumable state and all 

System.Activities.DurableInstancing tables must be truncated while the ESB Service is stopped. The 

following SQL Script can be run to truncate the necessary tables: 

TRUNCATE TABLE [System.Activities.DurableInstancing].[IdentityOwnerTable]; 

TRUNCATE TABLE [System.Activities.DurableInstancing].[InstanceMetadataChangesTable]; 

TRUNCATE TABLE [System.Activities.DurableInstancing].[InstancePromotedPropertiesTable]; 

TRUNCATE TABLE [System.Activities.DurableInstancing].[KeysTable]; 

TRUNCATE TABLE [System.Activities.DurableInstancing].[LockOwnersTable]; 

TRUNCATE TABLE [System.Activities.DurableInstancing].[RunnableInstancesTable]; 

TRUNCATE TABLE [System.Activities.DurableInstancing].[ServiceDeploymentsTable]; 

TRUNCATE TABLE [System.Activities.DurableInstancing].[InstancesTable];  

 

FIX ς Workflows would not automatically resume when failing over to another machine. If a user had an 

endpoint host with a workflow endpoint, with the endpoint host in a primary-failover setup, upon failing 

over, the workflows would not be resumed correctly, if at all. Now they are being resumed properly. 

Note: Users may see more warnings upon failover. Also, upon failover, users may see the endpoint host 

stay in the starting state for approx. 5 minutes. This is due to the lock mechanism implemented by 

Workflow Foundation. There is a 5 minute period where a workflow instance is still "locked" by the 

endpoint host that failed. This also means messages sent to the workflow endpoint won't be processed 

until all workflows that were running in the failed endpoint host are reloaded. Messages can still be sent 

to the workflow endpoint during the 5 minute period, but no new workflows will start until the period 

has elapsed. 

FIX ς Workflow Message Loss during Shutdown - In some scenarios, such as if there were messages 

being processed by the workflow endpoint and the ESB Service was stopped gracefully, the messages in 

memory could be lost. Now they will be audited to the failed messages table. 

FIX - In some cases, the scheduled jobs for persistent delays would not be deleted from the database 

upon execution. An example case would be if the workflow did not complete a timeout activity, which 

uses a persistent delay internally, due to an activity inside the timeout aborting. 

Neuron Runtime  

FIX ς Endpoint Host Restart Counter was not being reset after a successful restart ς If an Endpoint Host 

goes into restart mode and then eventually restarts, the restart counter was not reset. Hence, if it went 

in restart mode again, it may not retry as many times since the retry counter never got reset to zero 

after successful startup. 

FIX ς Memory Leak ς A possible memory leak could occur at runtime when we attempt to clone our 

configuration and a decryption exception occurs during the cloning process. 



Auditing  

FIX ς Message Body would always be audited when IncludeMessageBody property was set to false - 

There was an issue with Audit Process Step where we weren't honoring the "IncludeMessageBody" and 

"IncludeCustomProperties" options. They would always be audited. 

Adapters  

FIX ς SFTP Adapter ς an empty value for the name could appear when an error connecting would be 

reported. i.e..έSFtp adapter failed to send the message with file name, (), to the SFTP Server 

'xx.xx.xx.xxx'έ.  

FIX ς Adapter Policy set to 1 retry would not fire - If a policy had a retry of 1, it would not be fired. 

FIX ς SFTP Adapter ς If a load balancer is in front of the SFTP Adapter configured for Publish mode, if the 

load balancer fails and then is restored, the SFTP Adapter may not recover because it has cached some 

of the connection resources. This issue could result if an appliance like NetScaler is used. Previously we 

were only disconnecting after every poll, not we completely dispose of the SFTP resources. 

FIX - SAP Adapter ς A memory leak would occurr when receiving IDocs from SAP that contain 

namespaces as part of SAP names (i.e. segments). 

Neuron ESB Explorer 

MOD ς SetProperties Validation added - Added validation in SetPropeties() method to prevent a "." from 

being used as the prefix or start of a prefix for a custom property. 

FIX ς Message Viewer would truncate custom property names - When viewing custom message 

properties using the message viewer either from Message History or Failed Message reports, the 

"name" component of the custom property could be truncated. 
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Monitoring  

FIX - Endpoint health - Neuron Explorer would not show the correct stats for Message Rate, Messages 

Processed, Rate, and Completed for items hosted in the ESB Service and Endpoint Host.  

Runtime  

MOD ς Subscriber not found during startup ς Modified runtime to detect subscribe mode adapters and 

to start them before publish mode adapters. Subscriber not found errors could result on startup 

otherwise. 

Adapters  

NEW ς MQSeries Adapter ς Added the ability to configure the adapter using either Username and 

Password or SSL. SSL requires that the binding property be set to Client. 

NEW ς Rabbit MQ Adapter ς ¦ǎŜǊǎ Ŏŀƴ ƴƻǿ ŜƴǘŜǊ ƳǳƭǘƛǇƭŜ ƳŀŎƘƛƴŜ ƴŀƳŜǎ ƛƴ ǘƘŜ άaŀŎƘƛƴŜ bŀƳŜέ ŦƛŜƭŘ 

if using multiple rabbit mq servers configured for HA.  
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Adapters  

MOD ς IBM MQ Series Adapter ς Enclosing multiple name value data pairs within a dummy root 

element when reading MQRFH2 headers from a message retrieved from a Queue. 

FIX ς Metadata Generation Wizard ς ²ƘŜƴ ǇǊƻŘǳŎƛƴƎ ŘƻŎǳƳŜƴǘǎ ŦƻǊ ǘƘŜ {ŀƭŜǎCƻǊŎŜ ŀŘŀǇǘŜǊ ŀƴ άa 

ƻōƧŜŎǘ ǊŜŦŜǊŜƴŎŜ ƴƻǘ ǎŜǘ ǘƘŜ ƛƴǎǘŀƴŎŜ ƻŦ ŀƴ ƻōƧŜŎǘ ŜǊǊƻǊέ ŎƻǳƭŘ ǎƻƳŜǘƛƳŜǎ ōŜ ǘƘǊƻǿƴΦ 

Messaging 

FIX ς Key not found error - Key not found error that would result if a party that had different types of 

topics (i.e. different transports) associated with it were changed 

Business Processes 

FIX- Sign and Verify XML Process Steps - We were not able to retrieve the RSA key as private key. The 

following error would be generated: Invalid algorithm specified. 

Samples 

FIX ς Client Samples and Log4Net ς Many of the samples shipped with Neuron ESB did not contain the 

proper Log4Net configuration within their app.config files.  

Auditing  

MOD ς Storing of Binary ESB Message ς Neuron ESB no longer stores a compressed binary 

representation of the Neuron ESB message when auditing the message. We previously did this in 

ŀŘŘƛǘƛƻƴ ǘƻ ƻǳǊ ǘŀōƭŜ ǇǊƻǇŜǊǘƛŜǎΦ  ²ŜΩǾŜ ƴƻǘ expanded the table properties and removed this. This 

change requires a Database schema update. For large messages, this should reduce database size. 

Runtime  

FIX ς Failover using SQL Server Always On - In the case of a Neuron instance using an Always On SQL 

Server database, during SQL server failover the instance store used for workflow could fail to renew its 

lock in the database. This would cause an error to occur that states that an instance handle has become 

invalid. Now we have created a custom SQL workflow instance store class that utilizes our transient fault 

block so that upon failing to connect during a lock renewal, the instance store will retry. Also, the time 

between when the host lock is scheduled for renewal and the time that the lock expires has been 

increased to 1 minute. This effectively gives the database a minute to come back up in the case the 

database goes down right when the host lock is set to renew. 
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Workflow  

FIX ς Error could occur when SQL Failover occurs - Occasionally, after a SQL Server Always On cluster 

database failover occurred, any persistence commands for workflow would fail and cause the workflow 

to abort.  The issue would only occur if the lock expired during the failover (i.e. the worfklow host 

couldn't renew the lock in the durable instancing table since the database was unavailable). This was 

due to the lock renewal period being too short on the workflow instance object.  This has been 



increased from 1 minute to 5 minutes.  ¢ƘŜ ŜǊǊƻǊ ǘƘǊƻǿƴ ǿƻǳƭŘ ǎǘŀǘŜ άǘƘŜ instance owner registration 

ŦƻǊ ƻǿƴŜǊ L5 ΨғD¦L5ҔΩ Ƙŀǎ ōŜŎƻƳŜ ƛƴǾŀƭƛŘέΦ 

FIX ς Unloaded workflows unable to load ς This can occur when workflow activity execution tracking is 

disabled on the Workflow Endpoint. When Neuron attempts to resume an unloaded workflow, an 

exception would be thrown stating that a returned database value was null.  This was due to the activity 

data not being available to compare against the currently executing activity.  This issue would cause 

unloaded workflows to get stuck as unloaded. 

FIX ς SQL Server could not be reached if database connection pool settings were too low ς If the max 

connections in the database connection pool was too low to support the concurrent number of 

workflows running, errors could occur indicating the SQL server could not be reached. This is been 

modified to our Reliable SQL Connection pattern.  

FIX ς SQL Always On Failover would fail to failover to Secondary database - This fixes an issue where 

Neuron ESB would record continuous errors happening in workflow during an SQL server failover when 

using an Always On Availability Group. The errors would be in the format of the following:  

"Unable to access availability database '<DatabaseName>' because the database replica is not in the 

PRIMARY or SECONDARY role. Connections to an availability database is permitted only when the 

database replica is in the PRIMARY or SECONDARY role. Try the operation again later." There could also 

be an error thrown saying the secondary database is read-only in certain Always On Availability Group 

configurations. 

FIX ς SQL Deadlocks could occur when checking for messages ς Neuron ESB periodically polls the SQL 

database to see if there are previously suspended workflow endpoint messages available to be 

processed. This could cause deadlocking to occur if there was a lot of IO on the 

WorkflowQueuedMessage table. ¢Ƙƛǎ ǎŀƳŜ ƛǎǎǳŜ Ƴŀȅ ŀƭǎƻ ŎŀǳǎŜ ǘƘŜ άwŜŎŜƛǾŜ aŜǎǎŀƎŜέ ŀŎǘƛǾƛǘȅ ǘƻ Ŧŀƛƭ 

under high dŀǘŀōŀǎŜ ƭƻŀŘ ǎƛƴŎŜ ƛǘ ǿƻǳƭŘƴΩǘ ōŜ ŀōƭŜ ǘƻ ǊŜŀŘ ǘƘŜ ŎƻǊǊŜƭŀǘŜŘ ƳŜǎǎŀƎŜǎ ƻŦŦ ǘƘŜ ǘŀōƭŜΦ 

Database 

FIX ς Purge and Backup jobs could cause SQL deadlocks ς The Neuron ESB purge workflow tracking and 

purge backup database jobs have been modified to generate the SQL to execute the deletes one by one 

on the tables to reduce locking. This fixes an issue where SQL exceptions could occur when the jobs ran 

and there was a lot of database activity occurring at the time. 

Adapters  

FIX - Salesforce Adapter - The adapter includes two options for which data format to use when making 

REST calls to Salesforce.com ς XML or JSON.  Under certain circumstances the selected option would be 

ignored and only return JSON-formatted data.  This has been resolved. 

NEW - Salesforce Adapter ς !ŘŘŜŘ ǎǳǇǇƻǊǘ ŦƻǊ {{[κ¢[{ ǿƘŜƴ ǊŜŎŜƛǾƛƴƎ {ŀƭŜǎŦƻǊŎŜΦŎƻƳΩǎ ƻǳǘōƻǳƴŘ 

messages in publish mode. 



FIX - SAP Adapter - previously, the adapter would fail when receiving IDOCs from SAP that contain 

namespaces in either the IDOC or segment names. 

FIX ς Object reference not set to an instance of an object - When attempting to read custom properties 

from custom adapters, the Neuron ESB Explorer could display the following error: 

Object reference not set to an instance of an object.  

This could happen when a custom adapter exposes an object as a custom property and that object was 

never initialized with a default value. 

FIX ς Active Directory Adapter ς When attempting to clear a value from a property using the Edit 

transaction type, the following error would be thrown: 

DirectoryServicesCOMException 

The attribute syntax specified to the directory service is invalid 

NEW ς Active Directory Adapter - Modified the edit and create transaction types to support binary 

content by adding support for the binary=true attribute on the element to be edited/created. 

FIX ς IBM MQ Series Adapter ς A thread abort could be thrown when the adapter is disconnecting on 

shutdown. 

MOD ς IBM MQ Series Adapter ς Added support for multiple name value data pairs when reading 

MQRFH2 headers from a message retrieved from a Queue. 

MOD ς SFTP Adapter - Modified to only support version 3 of the protocol rather than attempt to 

negotiate with servers for the version.  

Business Process/Workflow Activities  

FIX ς Service Endpoint Step/Activity - modified the "Throw Exception On Fault" property to throw an 

exception when the service endpoint binding is REST and the exception is a communication exception. 

Otherwise the REST binding will not throw an exception on fault. 

Neuron ESB Explorer 

FIX - Samples ς fixed the issue where the Client API samples would throw an exception regarding a 

missing Log4Net configuration section in each of the Visual Studio projects. 

FIX ς Neuron ESB Test client ς when doing bulk send and receive, the msg/sent/received per second 

would not increment.  

FIX ς Import Config would fail to import Business Processes - Processes were not importing due to 

comparing the wrong values. 

Neuron ESB Runtime  

FIX ς Restarting TCP Topics from Endpoint Health results in Error ς When attempting to restart an TCP 

Topic from Endpoint Health when there are Endpoint Hosts defined and running could result in an Port 



in use exception. This occurred because the 9ƴŘǇƻƛƴǘ Iƻǎǘ ǿƻǳƭŘ ƛƴƘŜǊƛǘ ǘƘŜ ƘŀƴŘƭŜ ƻŦ ǘƘŜ ¢/t ¢ƻǇƛŎΩǎ 

server port. This has been resolved. 
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Business Processes 

FIX ς Websphere MQ Process Step ς Modified to support showing list of Queue Managers if using 

Version 8.x from design time property grid. 

FIX ς Websphere MQ Process Step ς When passing an MQRFH2.NameValueData string whose length is 

not a multiple of 4, the following error is would be returned by the application retrieving the message: 

Invalid folder size of ''67'' detected within a WebSphere MQ MQRFH2 header.  The folder size 

defined in an MQRFH2 header must be a multiple of four bytes, and must not be negative. The 

message being processed does not conform to this rule. 

NEW ς Adapter Endpoint Process Step ς Users can now dynamically set the value of Service header 

property of the ESB Message object with the name of the Adapter Endpoint to execute at runtime. If set, 

ǘƘŜ !ŘŀǇǘŜǊ 9ƴŘǇƻƛƴǘ tǊƻŎŜǎǎ {ǘŜǇ ǿƛƭƭ ǳǎŜ ǘƘŀǘ ǾŀƭǳŜ ŦƻǊ ǘƘŜ ά!ŘŀǇǘŜǊ 9ƴŘǇƻƛƴǘέ ǇǊƻǇŜǊǘȅΦ ¢ƻ ǿƻǊƪΣ ǘƘŜ 

Adapter EndǇƻƛƴǘ tǊƻŎŜǎǎ {ǘŜǇ Ƴǳǎǘ bh¢ ōŜ ŎƻƴŦƛƎǳǊŜŘ Ƴŀƴǳŀƭƭȅ ŀǘ ŘŜǎƛƎƴ ǘƛƳŜΦ ¢ƘŜ ά!ŘŀǇǘŜǊ 

9ƴŘǇƻƛƴǘέ ǇǊƻǇŜǊǘȅ Ƴǳǎǘ ǊŜƳŀƛƴ ōƭŀƴƪΦ .Ŝƭƻǿ ƛǎ ŀƴ ŜȄŀƳǇƭŜ ƻŦ ǎŜǘǘƛƴƎ ǘƘŜ ǇǊƻǇŜǊǘȅ ŀǘ ǊǳƴǘƛƳŜ ǳǎƛƴƎ ŀ 

C# Process Step: 

 context.Data.Header.Service = "FileAdapterEndpointOut" ;  

 

MOD ς Salesforce Adapter ς SSL 3 support has been removed from the adapter. 

Adapters  

FIX ς IBM MQSeries Adapter ς Modified to support showing list of Queue Managers if using Version 8.x 

from design time property grid. 

FIX ς IBM MQSeries Adapter ς When passing an MQRFH2.NameValueData string whose length is not a 

multiple of 4, the following error is would be returned by the application retrieving the message: 

Invalid folder size of ''67'' detected within a WebSphere MQ MQRFH2 header.  The folder size 

defined in an MQRFH2 header must be a multiple of four bytes, and must not be negative. The 

message being processed does not conform to this rule. 

NEW ς NetSuite Adapter ς Added Send Timeout as a property that can be set at design time 

NEW - Salesforce Adapter ς Added support for the Salesforce Bulk API.  The Bulk API is a Rest-based API 

that can be used to asynchronously insert, upsert, update, delete or query many records from 

Salesforce. To use the Bulk API, in the Salesforce Adapter endpoint properties grid set the OAuth 

Connection property to True, and then set the Web API property to Bulk.  These settings will allow you 

to make any calls to the Bulk API as described here: https://developer.salesforce.com/docs/atlas.en-

us.218.0.api_asynch.meta/api_asynch/asynch_api_intro.htm.  You are responsible for creating and 



closing the job, adding batches to the job and any monitoring you wish to add inside your solution.  

While using the Bulk API can be done within a business process, it is recommended that you use Neuron 

ESB Workflows for creating jobs, adding batches and monitoring the progress of the batches.   

Workflow  

FIX ς Correlated Send/Receive Workflow Sample - The correlated send and receive sample did not work 

due to the removal of subtopic support for workflows.  This has been fixed by changing the topic for the 

"OrderResponder" party from "Orders.In" to "Orders" 

FIX ς Correlated Workflow Sample - The Correlated Workflow sample was wrong. The receive message 

activity was missing and there was an extra message variable. The message argument was of type string, 

which was also incorrect. 

FIX - Normal Correlated Send and Receive Workflow - These did not work the way they were intended 

when running in a parallel activity, or when there were more than one send and receives in a workflow. 

Users would see stuck messages and other undesired behavior such as extra workflows. 

FIX ς Correlated Normal Workflow Behavior - The behavior of Normal Type Correlated Send and Receive 

workflows was changed. The behavior is now as follows: Every message sent in will start a new workflow 

instance unless the message has the corresponding correlation set elements set in the message in which 

case the message will try to correlate to a running workflow instance. If a running workflow with the 

correlation Id cannot be found, a new workflow instance will be started. 

MOD ς Correlated Workflow Fails to process Correlated Message ς Inbound messages to a Correlated 

Workflow may fail with the exception below because a process before the Receive Message activity is 

taking longer than 10 seconds to execute, delaying the Workflow from entering a Wait state. This 

timeout has now been extended to 3 minutes. 

Exception Type: NeuronEsb.Server.Runner.Workflow.WorkflowException 

Exception Message: Message "596a1cbb-1d77-4b91-951c-979ae803eb25" was received on topic 

"<topic>" from party "<party>" for workflow endpoint "<endpoint>", but has failed while 

reprocessing it due to the retry count exceeding the limit. This also means the workflow state 

could not be determined possibly due to the sql server being overloaded 

Monitoring  

FIX - Workflow Endpoints Stats incorrect - The Terminated state was incorrect and would be reported as 

Completed. Suspended messages also were reported incorrectly. Active and Cancelled state also were 

not incrementing and decrementing correctly. The Neuron ESB Explorer will also now display a 

Terminated state column. 

FIX ς Logging to incorrect Log File ς Under certain circumstances, log entries generated from the 

execution of a Business Process may be recorded in the wrong Neuron log file. 



Neuron ESB Explorer 

FIX ς Register Adapter reports error - When clicking new to register an adapter, user would receive the 

following error: 

Error Loading Assembly. File: path to the adapters folder 

The system cannot find the file specified. (Exception from HRESULT: 0x80070002) 
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Adapters  

FIX - Dynamics AX Adapter ς Fixed issue with design-time loading of available service URLs in the AIF. 

Depending on yoǳǊ ǎŜŎǳǊƛǘȅ ǎŜǘǘƛƴƎǎΣ ȅƻǳ Ƴŀȅ ǊŜŎŜƛǾŜ ŀƴ ŜǊǊƻǊΦ ! άtǊƻǇŜǊǘȅ ±ŀƭƛŘŀǘƛƻƴ 9ǊǊƻǊέ ŘƛŀƭƻƎ 

ǿƻǳƭŘ ŀǇǇŜŀǊΣ ŀƴŘ ǿƘŜƴ ȅƻǳ ŎƭƛŎƪ ƻƴ ά{Ƙƻǿ 5ŜǘŀƛƭǎέΣ ǘƘƛǎ ƛǎ ǘƘŜ ŜǊǊƻǊ ǊŜŎŜƛǾŜŘΥ 

System.ServiceModel.Security.SecurityNegotiationException: A call to SSPI failed, see inner 

exception. ---> System.Security.Authentication.AuthenticationException: A call to SSPI failed, see 

inner exception. ---> System.ComponentModel.Win32Exception: The target principal name is 

incorrect 

This was due to the adapter only using an SPN Endpoint Identity Type when retrieving the list of 

ǎŜǊǾƛŎŜǎΦ ¢ƘŜ ŀŘŀǇǘŜǊ ƴƻǿ ǳǎŜǎ ǘƘŜ ά9ƴŘǇƻƛƴǘ LŘŜƴǘƛǘȅ ¢ȅǇŜέ ŀƴŘ ά9ƴŘǇƻƛƴǘ LŘŜƴǘƛǘȅ ±ŀƭǳŜέ ŀǘ ŘŜǎƛƎƴ 

time when retrieving the list of Service URLs. If you still receive the above error after upgrading to this 

version of Neuron ESB, then the Endpoint Identity Type and Endpoint Identity Value are 

incorrect.  hŦǘŜƴΣ ǘƘŜ ŎƻǊǊŜŎǘ ǾŀƭǳŜǎ ŀǊŜ ά5ƴǎέ ŀǎ ǘƘŜ 9ƴŘǇƻƛƴǘ LŘŜƴǘƛǘȅ ¢ȅǇŜ ŀƴŘ ƴƻ ǾŀƭǳŜ ŦƻǊ ǘƘŜ 

Endpoint Identity Value. 

FIX ς Sharepoint 2016 plugin ς Fixed UI to align text with checkboxes 

FIX - Microsoft Exchange Adapter - To work with latest Microsoft exchange office 365 online servers ς 

User may get receive the following when autodiscovery is set to true: If an Autodiscover server returns a 

redirect HTTP status code, this method will generate an AutodiscoverLocalException with the Message 

property set to a string such as "Autodiscover blocked a potentially insecure redirection 

to https://autodiscover.contoso.com/autodiscover/autodiscover.xmlέ. 

MOD - SFTP Adapter ς When Uploading a file to an SFTP server an error, similar to the one below, may 

occur: 

Xceed.SSH.SFtp.SFtpStatusResponseException was caught 

  HResult=-2146233088 

  Message=SFtp.OpenFile( "/Demo/mydoc.txt" ) got a status: SSH_FX_OP_UNSUPPORTED: 

Unsupported operation. 

https://autodiscover.contoso.com/autodiscover/autodiscover.xml


This error can occur if, when connecting to the server, the server re-negotiates the connection, 

requesting that Neuron ESB use version 6 of the SFTP protocol. Unfortunately, some SFTP Servers claim 

they support version 6 of the protocol, but in practice they fail to support even basic functionality of 

that protocol. Since the SFTP Server re-negotiated the connection to version 6, we use flags and 

parameters supported for that specific version which in turn the server does not support. Moving 

forward, the SFTP adapter will not renegotiate and will support Version 3 of the SFTP protocol by 

default. However, users can override the version and/or choose the old behavior of Negotiating the 

ǇǊƻǘƻŎƻƭ ōȅ ƳƻŘƛŦȅƛƴƎ ǘƘŜ ƴŜǿ άtǊƻǘƻŎƻƭ ±ŜǊǎƛƻƴέ ǇǊƻǇŜǊǘȅ.  

FIX - SAP Adapter - Fixed issue with sending IDOCs to SAP.  IDOCs containing multiple segments of the 

same type would fail to upload. 

FIX ς Azure Service Bus Adapter ς if the ContentType property of the BrokeredMessage object is null, a 

null exception would be thrown when receiving the message while in Publish mode. 

NEW - SharePoint Adapter ς Added support for setting multi-valued managed metadata properties for 

list and document items.  ¢ƘŜ ŦƻǊƳŀǘ ƻŦ ǘƘŜ ǇǊƻǇŜǊǘȅ ǾŀƭǳŜ ƛǎ ǘƘŜ ǇǊƻǇŜǊǘȅ ƭŀōŜƭΣ άμέΣ ŀƴŘ ǘƘŜƴ ǘƘŜ ƎǳƛŘ 

of the managed metadata item.  For multiple values these would be separated by a semicolon: 

Happy|b62f3710 - e8e0 - 40b2 - b4d6 - c844f2e74243;Blue|7e0b1e7e - d490 - 4448 -

84c4 - 7d354ec0b917  

¢ƘŜ άǿǎǎ ƛŘέ ŘƻŜǎ ƴƻǘ ƴŜŜŘ ǘƻ ōŜ ƛƴŎƭǳŘŜŘ ƛƴ ǘƘŜ ƳŜǘŀ Řŀǘŀ ǇǊƻǇŜǊǘƛŜǎΣ ǘƘŜ ŀŘŀǇǘŜǊ ǿƛƭƭ ŀǳǘƻƳŀǘƛŎŀƭƭȅ 

add that. 

The ability to set the same list or document item managed metadata properties to a folder if that list or 

document item is saved to one has also been added.  This is controlled by a new Boolean adapter 

ŜƴŘǇƻƛƴǘ ǇǊƻǇŜǊǘȅ ŎŀƭƭŜŘ ά{Ŝǘ CƻƭŘŜǊ tǊƻǇŜǊǘƛŜǎέΦ  When set to true: 

¶ For single-value managed metadata properties, the value set on the list or document item will 
replace whatever value the folder currently has 

¶ For multi-valued managed metadata properties, the value(s) set on the list or document item 
will be added to the values the folder current has 

Business Processes 

FIX ς Custom Process Steps fail to load ς After loading custom DLLs into Pipelines folder, an error similar 

to below may appear when attempting to open a Business Process referencing a custom process step.  

The 'name of process' Business Process could not be displayed. The composition produced a 

single composition error. The root cause is provided below. Review the 

CompositionException.Errors property for more detailed information.  

1) Unable to sort because the IComparer.Compare() method returns inconsistent results. 

Either a value does not compare equal to itself, or one value repeatedly compared to 

another value yields different results. 



FIX - Split-Join Process Step ς Fixed issue where context properties being set when using code based 

splitting prior to the split-join step are not available inside the split-join step.  Now the context 

properties can access with each split message.  Be advised when setting or modifying contexts 

properties ς when the Synchronous property is set to True, the last split to change the context property 

will be the result you see in that property after the join.  If Synchronous is set to false, the result of the 

context property after the join will be unpredictable. 

FIX ς Timeout Process Step ς If used within a Split Join and the Split is set to run asynchronously, any 

process steps placed within the Timeout step will appear not to run or run just once. That is because an 

exception was being thrown internally but was not being reported by the runtime. The exception 

condition has been fixed and error reporting has been extended so that the runtime will capture all 

internal exceptions. 

FIX ς Execute Process Step ς If used within a Split Join and the Split is set to run asynchronously, any 

process steps placed within the Business Process that the Execute step is configured to run may appear 

not to run. That is because an exception was being thrown internally but was not being reported by the 

runtime. The exception condition has been fixed and error reporting has been extended so that the 

runtime will capture all internal exceptions. 

FIX - Service Endpoint Process Step ς If the Throw on Fault is set to True, and the service called is SOAP 

based, if an error is thrown, the message body contained the original request message rather than the 

error information returned from the called SOAP service.  

Workflow  

MOD - Persistent Delay Activity ς ¢ƘŜ άFromTimeoutActivity" argument in the persistent delay activity 

has been removed from the User Interface Property Grid. 

FIX ς Adapter Endpoint Activity Memory Leak ς When processing multi megabyte messages through the 

Adapter Endpoint workflow activity, memory will gradually increase overtime. The amount of time for 

the increase would be determined by the number of messages and their size. .NET Garbage collection 

was not cleaning up these messages. This is now resolved. 

Endpoint Health  

FIX ς Workflow Endpoint - When a workflow endpoint is stopped within Endpoint Health, it will stop but 

it did not update its state appropriately. 

FIX ς Endpoint Host ς If an Endpoint Host has been restarted through Endpoint Health, it would fail to 

update the statistics of the Endpoint Host like processId, lastheartbeat etc. 

Service Endpoints  

MOD ς ADP OAuth Provider ς After 60 minutes the OAuth Token would expire and not renew. This was 

due to ADP throwing a protocol exception rather than a message security exception. In previous 

versions of Neuron ESB, the Token automatically renewed when expired and would attempt the call 

again. Now, although the Token is still automatically renewed, the attempt to call again will not be 



made. The protocol exception will be thrown instead. The user will need to configure a Service Policy to 

catch the specific protocol exception and configure the policy to retry the call.  

MOD ς HTTP Query properties ς These are now case insensitive. 

FIX ς CORS Fails with Custom Header ς If a custom header is passed to a Service Endpoint, an error like 

the one below may be returned.    

!ŎŎŜǎǎ ǘƻ ŦŜǘŎƘ ŀǘ ΨƘǘǘǇΥκκǎƻƳŜǳǊƭϥ ŦǊƻƳ ƻǊƛƎƛƴ ϥƴǳƭƭϥ Ƙŀǎ ōŜŜƴ ōƭƻŎƪŜŘ ōȅ /hw{ ǇƻƭƛŎȅΥ wŜǉǳŜǎǘ 

header field client is not allowed by Access-Control-Allow-Headers in preflight response. 
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Service Endpoints  

FIX ς Client Connectors become disabled when in Business Process mode ς A Client Connector may 

become disabled if a previously referenced Party is disabled. This only occurred if a Client Connector was 

once previously associated with the disabled Party, but was later changed to run a Business Process 

directly. 

FIX ς Transfer-Encoding on POST throws exception ς When calling a REST service with the POST verb, the 

following error below may be recorded by the Global Exception Handler. This only occurred if using the 

Service Endpoint Process Step to call a REST service: 

Exception: The 'transfer-encoding' header must be modified using the appropriate property or 

method. 

Parameter name: name 

Method: ThrowOnRestrictedHeader 

Adapters  

NEW - SAP Adapter - Significantly improved performance when loading the list of RFC operations from 

the OTHER category. 

FIX ς SAP Adapter ς When using transactions, the connection object that was cached was never being 

closed. This could result in SAP returning an error indicating that the Maximum number of conversations 

has been exceeded. 

NEW - SharePoint Adapter - Added support for using content types when creating/updating document 

libraries or lists. 

NEW - SharePoint Adapter - Added feature to allow adding and updating items to a list or library folder.  

If the designated folder does not exist, the adapter will automatically create it.  The folder name can 

either be set as an adapter endpoint property or passed-in using the message property 

άǎǇǎΦCƻƭŘŜǊbŀƳŜέ ǿƛǘƘ ǘƘŜ ƴŀƳŜ ƻŦ ǘƘŜ ŦƻƭŘŜǊ ȅƻǳ ǿŀƴǘ ǘƻ ŎǊŜŀǘŜΦ 



FIX  - SharePoint Adapter - Fixed problem when trying to update a list item using the adapter and an 

ŜȄŎŜǇǘƛƻƴ ǿŀǎ ǊŜǘǳǊƴŜŘ ǿƛǘƘ ǘƘŜ ǘŜȄǘ άCŀƛƭŜŘ ǳǇŘŀǘƛƴƎ ƭƛst Neuron List, WSS returned the following error 

Message: Guid should contain 32 digits with 4 dashes (xxxxxxxx-xxxx-xxxx-xxxx-ȄȄȄȄȄȄȄȄȄȄȄȄύέΦ 

NEW - Azure Service Bus Adapter - Added the ability to send and receive messages larger than 256K or 

larger than whatever the Azure Service Bus queue limit is defined as. To support this, the Queue being 

referenced MUST have Sessions enabled. For Publish mode adapter endpoint, there is a new property 

ƴŀƳŜŘΣ άwŜŎŜƛǾŜ ŎƘǳƴƪŜŘ ƳŜǎǎŀƎŜǎέΦ LŦ ǎŜǘ ǘƻ ǘǊǳŜΣ ǘƘŜ vǳŜǳŜ ǊŜŦŜǊŜnced must have sessions enabled. 

All messages received will be checked to determine if they are part of a batch of messages, and if so, 

they will be aggregated into their original message. For Subscribe mode adapter endpoints, there is a 

new property namedΣ ά/Ƙǳƴƪ ƭŀǊƎŜ ƳŜǎǎŀƎŜǎέΦ LŦ ǎŜǘ ǘƻ ǘǊǳŜΣ ƛǘ ǿƛƭƭ ŀƭƭƻǿ ǳǎŜǊǎ ǘƻ ǎŜƴŘ ƳŜǎǎŀƎŜǎ ƭŀǊƎŜǊ 

than what the target queue is configured to receive. This is done by splitting the messages into smaller 

components. 

Workflow  

FIX ς Stuck messages for Correlated Workflows - In the case that a message came in for a running 

correlated type workflow at the same time the workflow was unloading, the message could get stuck in 

the pending messages queue since the state of the workflow was detected as running, when in fact it 

was unloaded.  Now we check to see if there are any pending messages while unloading and reprocess 

them if there are. 

FIX ς Stuck messages for Correlated Workflows - In the case that a correlated workflow is running in an 

endpoint host setup to run on multiple machines with the hosts in a primary-failover configuration, and 

the originating endpoint for a message sent to the workflow is ran on more than one machine (i.e. the 

message sent to the workflow can originate on any machine), messages/workflow commands could get 

stuck in the pending messages queue.  This occurred because the machine property on the message 

would be for the originating machine and not the machine that the workflow endpoint is running on.   

FIX ς XML/Message Transformation - The Workflow ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ ŀŎǘƛǾƛǘƛŜǎ ά¢ǊŀƴǎŦƻǊƳ ·a[έ ŀƴŘ 

ά¢ǊŀƴǎŦƻǊƳ aŜǎǎŀƎŜέ ǿƻǳƭŘ Ŧŀƛƭ ǳƴŘŜǊ ŎŜǊǘŀƛƴ ŎƛǊŎǳƳǎǘŀƴŎŜǎ ǿƘŜƴ ǘƘŜ ƻǳǘǇǳǘ ·a[ ǿƻǳƭŘ ƴƻǘ ǊŜǎǳƭǘ ƛƴ 

valid XML (i.e. outputting HTML fragments).  The error message received would state "Token Text in 

state Start would result in an invalid XML document. Make sure that the ConformanceLevel setting is set 

to ConformanceLevel.Fragment or ConformanceLevel.Auto if you want to write an XML fragment."  

These same transformations would work with the Transform - XSLT process step. 

FIX - XML Schema Validation - in 3.6 the schema validation workflow activity would fail when the 

schemas contained an include or import directive with no error information.  This functionality 

previously worked in 3.5.4. 

FIX ς Stuck Workflow Commands when Persistent Delay exists - In the case that a solution is configured 

to run an endpoint host on multiple machines marked as primary, workflow commands could get stuck 

in the pending messages tab if the workflow definition contained a persistent delay activity set to delay 

for more than a minute.  This would cause a number of workflows to not continue after the delay 



ŀŎǘƛǾƛǘȅΦ  !ƭǎƻΣ ǘƘŜ ŦƻƭƭƻǿƛƴƎ ǿŀǊƴƛƴƎ ƳŜǎǎŀƎŜ ŎƻǳƭŘ ōŜ ǎŜŜƴ ƛƴ ǘƘŜ ŜǾŜƴǘ ƭƻƎ ά/ƻǳƭŘ ƴƻǘ ǊŜƳƻǾŜ 

workflowId '<workflowInstanceID>' from dŜƭŀȅŜŘ²ƻǊƪŦƭƻǿǎ ŎƻƭƭŜŎǘƛƻƴέΦ 

FIX - Persistent Delay takes longer under heavy workloads - In the case that the Persistent Delay activity 

was being used in the workflow, the Quartz Scheduler used to resume the workflow could start 

behaving very slowly.  This resulted in the delay activity delaying far longer than expected.  This 

occurred mostly under high workflow loads.  This fix requires a Neuron database update to version 31. 

Neuron Test Client  

FIX ς BodyType property not set ς When sending text (non xml) messages, the ESB Message Header 

property, BodyType, was not being set correctly.  

Business Processes 

FIX - XML Schema Validation - in 3.6 the schema validation process step would fail when the schemas 

contained an include or import directive with no error information.  This functionality previously worked 

in 3.5.4. 

FIX - HTTP Client Utility ς The Selected method (i.e. GET, POST... ) was not getting set during execution a  

URL value was not supplied.  

Endpoint Host  

FIX ς Restart Options for Endpoint Host - Endpoint host would ignore the retry count and retry interval 

properties if both were set to any value of less than 2. It would default both to the value of 3. Retry 

Count can now be set to 0. If Retry interval is set to any value less than 1, it will default to 3. 
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Adapters  

FIX ς SAP Adapter ς When using the Meta Data Harvesting Wizard to generate schemas, IDOC groups 

containing escaped characters would not expand to display IDOC types. 

Security  

NEW ς SalesForce OAuth Provider ς A new SalesForce OAuth Provider has been added to the list of 

OAuth providers that users can select and configure within the Neuron ESB Explorer. 

FIX ς ServiceNow OAuth Provider ς When testing the Client Login within the Neuron ESB Explorer, if the 

test was successful, the following message would be displayed, "Azure Resource Owner Password 

Credentials OAuth Test Successful". This has been corrected to read, "ServiceNow Password Credentials 

OAuth Test Successful". 

FIX ς Thinktecture OAuth Provider ς This provider would not initialize properly. This has been corrected. 

Endpoint Health  

FIX ς Neuron Endpoint Host Logging stops ς If a Neuron Endpoint Host was restarted through Endpoint 

Health, all logging that would typically occur within its respective Endpoint Manager log file would 

cease. 



FIX ς Exception thrown after restart from Endpoint Health ς If a Client Connector was restarted 

manually using Endpoint Health, it would restart successfully. However, on receipt of the next incoming 

request message, it could throw an error similar to the one below: 

Exception'. Message ID 'e38ef787-f8bc-42ce-b974-b926d280320b', Topic '', Source Party 

'System'. Object reference not set to an instance of an object.. Message is being sent to Failed 

Audit System. Party ='System', Message ID ='e38ef787-f8bc-42ce-b974-b926d280320b' 

This could only occur if a Client Connector was configured to execute a Business Process directly, rather 

than attached to a Publisher (Processing Mode set to Business Process), and the Business Process 

contained either an Adapter Endpoint, Service Endpoint, Audit or Execute Process Step. This occurred 

because on manual restart, the existing Business Process process steps were not being disposed of 

properly. 

FIX ς Neuron Endpoint Host Fails on Restart ς The Neuron Endpoint Host may fail to restart if restart is 

initiated directly from Endpoint Health. An error similar to the following may be reported: 

Unable to create the communication API for the Endpoint Host 'Neuron ESB Default Host' on 

URL 'http://localhost:51004/DEFAULT/NeuronESBDefaultHost'. 

System.Exception: Unable to create the communication API for the Endpoint Host 'Neuron ESB 

Default Host' on URL 'http://localhost:51004/DEFAULT/NeuronESBDefaultHost'. ---> 

System.NullReferenceException: Object reference not set to an instance of an object. 

This has been corrected and the Neuron Endpoint Host should restart 

FIX ς Neuron Endpoint Host does not restart on all servers - if an attempt is made to restart the Neuron 

ESB Endpoƛƴǘ Iƻǎǘ ōȅ ǎŜƭŜŎǘƛƴƎ άwŜǎǘŀǊǘ {ŜǊǾƛŎŜ ƻƴ !ƭƭ aŀŎƘƛƴŜǎέ ƻƴ ǘƘŜ ŎƻƴǘŜȄǘ ƳŜƴǳ ƻŦ 9ƴŘǇƻƛƴǘ 

Health, the Endpoint Host would only restart on one machine, regardless of how many machines were 

configured in the Deployment Settings of the Endpoint Host. Additionally, the following warning would 

be logged if more than one machine was configured in Deployment Settings: 

ά/ŀƴƴƻǘ wŜǎǘŀǊǘ 9ƴŘǇƻƛƴǘ Iƻǎǘ ōŜŎŀǳǎŜ ƛǘ ƛǎ ŀƭǊŜŀŘȅ ǊǳƴƴƛƴƎ ƻƴ ƳŀŎƘƛƴŜ Υ ғaŀŎƘƛƴŜ bŀƳŜҔέ 

FIX ς Neuron Endpoint Host does not restart server - if an attempt is made to restart the Neuron ESB 

9ƴŘǇƻƛƴǘ Iƻǎǘ ōȅ ǎŜƭŜŎǘƛƴƎ άwŜǎǘŀǊǘ {ŜǊǾƛŎŜέ ƻƴ ǘƘŜ ŎƻƴǘŜȄǘ ƳŜƴǳ ƻŦ 9ƴŘǇƻƛƴǘ IŜŀƭǘƘΣ ǘƘŜ 9ƴŘǇƻƛƴǘ Iƻǎǘ 

may not restart on the machine and instead the following warning would be logged. 

ά/ŀƴƴƻǘ wŜǎǘŀǊǘ 9ƴŘǇƻƛƴǘ Iƻǎǘ ōŜŎŀǳǎŜ ƛǘ ƛǎ ŀƭǊŜŀŘȅ ǊǳƴƴƛƴƎ ƻƴ ƳŀŎƘƛƴŜ Υ ғaŀŎƘƛƴŜ bŀƳŜҔέ 

FIX ς Restarting Neuron Endpoint Host would fail with NON Netbios names ς If a value other than the 

NetBios name of the machine was used in the deployment groups, the Neuron Endpoint Hosts could not 

be restarted using Endpoint Health. 

FIX - KeyNotFoundException on shutdown - When stopping the Neuron ESB Service, an error similar to 

the following could be logged: 



άhǇŜǊŀǘƛƻƴ wŜǉǳŜǎǘΥ CŀƛƭŜŘ ǘƻ ŜȄŜŎǳǘŜ hǇŜǊŀǘƛƻƴ ¢ȅǇŜ ϥ{ǘƻǇϥ ŀƎŀƛƴǎǘ ϥ/ƭƛŜƴǘ/ƻƴƴŜŎǘƻǊϥ LD of 

'b225da48-73bb-4759-891d-b91e199f737b' in Endpoint Host 'Neuron ESB Default Host'. 

System.Collections.Generic.KeyNotFoundException: The given key was not present in the 

ŘƛŎǘƛƻƴŀǊȅΦέ 
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Audit Service  

MOD ς Audit Service and missing FailureType ς When using the Audit Process Step or Workflow Activity, 

the Action can be set to Failure.  In such circumstances, the Step/Activity should always be placed in the 

Catch block of an exception handler. In those cases, the Neuron runtime will automatically capture and 

populate the Failure Type and Failure Details before the message is audited. However users can use the 

Step/Activity outside of a catch block when the action is set to Failure. However, the user MUST set the 

failure type and failure details properties. When those are not set, users will an error similar to one 

below in the Audit Service Neuron log file as well as the Neuron ESB event log: 

2019-02-18 00:20:37.782-08:00 [405] ERROR  - Neuron ESB Global Exception Handler - 

ProvideFault - Message Audit Service: The failure type is required 

Parameter name: failureType 

2019-02-18 00:20:37.797-08:00 [405] ERROR - Failed to write the message to the Neuron ESB 

Audit Database for message with 'fa04e783-373c-41c2-b46a-bd1974c2251d' Message ID. Source 

Party, <PartyID>, Source Topic, <TopicName>. The failure type is required 

Parameter name: failureType 

System.ArgumentNullException: The failure type is required 

Parameter name: failureType 

This would indicate that the properties have not been populated and the result would be that the 

message would not be audited. The Audit Service has been modified to populate the properties, if they 

are missing, rather than NOT audit the message, the properties will be provided the following value: 

άbh¢twh±L595έΣ ǎƻ ŀǎ ƴot to prevent the auditing of the message. 

Rabbit MQ Topics 

FIX ς Logging of Fault would fail - In the case where the Rabbit MQ channel faulted on startup of the 

Topic, the exception was not be logged properly, instead an index outside the bounds exception would 

occur. 

Workflow  

FIX ς Quartz Transaction Deadlock ς When running large amounts of workflows, the following error may 

be experienced: 



2019-02-21 13:01:39.020-08:00 [ESBHostScheduler_QuartzSchedulerThread] ERROR - Couldn't 

rollback ADO.NET connection. Transaction not connected, or was disconnected 

System.Data.DataException: Transaction not connected, or was disconnected 

   at 

Quartz.Impl.AdoJobStore.JobStoreSupport.CheckNotZombied(ConnectionAndTransactionHolder 

cth) 

   at 

Quartz.Impl.AdoJobStore.JobStoreSupport.RollbackConnection(ConnectionAndTransactionHold

er cth) 

2019-02-21 13:01:39.020-08:00 [ESBHostScheduler_QuartzSchedulerThread] ERROR - An error 

occurred while scanning for the next trigger to fire. 

Quartz.JobPersistenceException: Couldn't acquire next trigger: Transaction (Process ID 252) was 

deadlocked on lock resources with another process and has been chosen as the deadlock victim. 

Rerun the transaction. ---> System.Data.SqlClient.SqlException: Transaction (Process ID 252) was 

deadlocked on lock resources with another process and has been chosen as the deadlock victim. 

Rerun the transaction. 

This has been resolved. 

FIX ς Correlated Workflows not completing - In the case of a primary-primary workflow setup for load 

balancing, on high load, messages could get stuck reprocessing forever in the workflow host service with 

log entries stating the workflow state is empty.  This results in correlated workflows (or normal 

workflows that use correlated receive and send patterns) not completing and messages getting lost. 

FIX ς Correlated Workflows not completing or messages not being processed correctly - In the case of a 

primary-primary workflow setup for load balancing, on high load, workflow state could return as empty.  

This would cause undesired behavior such as correlated workflows (or normal workflows that use 

correlated receive and send patterns) not completing, messages getting stuck in pending messages, and 

messages not being processed properly. 

FIX ς Failover results in duplicate workflows or workflows not running - For endpoint hosts, when in a 

primary-failover scenario, the workflow endpoints would not properly pick up and reprocess the 

workflows that were running on the primary in the event the primary went down.  This occurred if the 

Neuron instances were not the same name.  In the case that they were the same name, old workflow 

commands from the primary would not be cleaned up on failover. This resulted in duplicate workflows. 

Neuron ESB Explorer 

MOD ς Reporting and logging ReflectionTypeLoadException - Modified how Neuron reports and display 

sReflectionTypeLoadException information to the user and logs. Previously, we were not iterating 

through the collection of loader exceptions and displaying useful information. We also were not 



recording all the information within the Application Event Log. A ReflectionTypeLoadException 

exception could occur if dependent assemblies or types were missing from the path directory when 

launching the Neuron ESB Explorer. 

FIX ς Logging ς All Errors, Warnings, and Informational and Verbose messages can now be logged to the 

Application Event Log. ¢ƘŜ ƭŜǾŜƭ ƻŦ ƭƻƎƎƛƴƎ Ŏŀƴ ōŜ ŎƻƴǘǊƻƭƭŜŘ ǘƘǊƻǳƎƘ ǘƘŜ bŜǳǊƻƴ 9{. 9ȄǇƭƻǊŜǊΩǎ ŎƻƴŦƛƎ 

file (i.e. NeuronExplorer.exe.configύΣ ǎǇŜŎƛŦƛŎŀƭƭȅ ƛƴ ǘƘŜ άconfiguration\ log4net\appender\ filter\ levelMinέ 

node. The default minimum logging level is set to WARN. Users can configure this to either INFO or 

DEBUG.  

Adapters  

NEW ς ODBC Adapter ς Added support for binary Timestamp datatypes. 

NEW ς Dynamics AX Adapter ς Added the ability to disable caching of the internal proxy used for 

ŎƻƳƳǳƴƛŎŀǘƛƻƴΦ .ȅ ŘŜŦŀǳƭǘΣ ά/ƻƴƴŜŎǘƛƻƴ /ŀŎƘƛƴƎέ ƛǎ ǎŜǘ ǘƻ ǘǊǳŜΣ ǿƘƛŎƘ ƳŜŀƴǎ ǘƘŜ ǎŀƳŜ ǇǊƻȄȅ ǿƛƭƭ ōŜ 

used for subsequent calls. Setting the property to false will ensure a new proxy is created on every send. 

Additionally, the Security Properties have been renamed. When upgrading, users may have to reset the 

credentials on the adapter endpoint as it will fail to start up if security was previously enabled. 

Business Processes 

NEW ς ODBC Process Step ς Added support for binary Timestamp datatypes. 

Samples 

FIX ς WSDL Service Sample ς ¢ƘŜ tŀȅƳŜƴǘ {ŜǊǾƛŎŜΩǎ ŀǇǇΦŎƻƴŦƛƎ ŦƛƭŜ ǿŀǎ ƳƛǎŎƻƴŦƛƎǳǊŜŘΣ ŎƻƴǘŀƛƴƛƴƎ ŀ 

trailing slash after the payment service baseaddress. This has been corrected. 

Neuron 3.6.0.1058  

Adapters  

FIX ς File Adapter ς The incorrect file size could be reported for files when a Publish based file adapter is 

consuming a large batch of files submitted concurrently. 

MOD ς SharePoint Adapter - added support for setting managed metadata properties (TaxonomyFields) 

in lists and libraries.  You can set a managed metadata property the same way you would set other list 

or library properties, exception that instead of just providing a value, you need to provide the value of 

ǘƘŜ ¢ŀȄƻƴƻƳȅ ǘŜǊƳ ƭŀōŜƭ όƛΦŜΦ άaȅ tǊƻǇŜǊǘȅέύ and the Guid of the taxonomy term in this format: 

label|Guid. 

Business Processes 

NEW ς WebSphere MQ ς This is a new process step that allows users to send messages to an MQSeries 

Queue, with all the same capabilities of the existing Neuron ESB WebSphere MQ adapter (including the 

ǎŀƳŜ άǿƳǉέ ƳŜǎǎŀƎŜ ǇǊŜŦƛȄύ. However, this process step also allows users to Query a queue to return 

either the first message in the queue or a message by its message id or correlation id property. When in 

Query mode, the message can be either read (removing the message permanently from the queue) or 

browsed (returning the message and its properties while leaving the original message on the queue i.e. 



peek). When querying by either Message Id or Correlation Id, their respective properties must be set on 

the inbound message before the query like so: 

context.Data.SetProperty( "wmq" , "MQMD.MsgId" , "323456" );  

context.Data.SetProperty( "wmq" , "MQMD.CorrelId" , "xyz323456" );  

 

FIX ς Service Endpoint Process Step - If there was a service fault or timeout exception, the proxy was not 

getting cleaned up. Normally this would not be an issue. However, if the service timeout exceeded a 

number of minutes, this could inadvertently corrupt the underlying proxy. In that case, if the service that 

was called came back up, the proxy may continue to throw timeouts. 

Workflow  

FIX ς Service Endpoint Workflow Activity - If there was a service fault or timeout exception, the proxy 

was not getting cleaned up. Normally this would not be an issue. However, if the service timeout 

exceeded a number of minutes, this could inadvertently corrupt the underlying proxy. In that case, if the 

service that was called came back up, the proxy may continue to throw timeouts. 

Neuron 3.6.0.1050  

Neuron Explorer   

FIX ς Import/Export ς If the Zone was chosen to export to a *.esb file, when importing, the Zone would 

not be visible in the Import dialog or present within the *.esb file. 

FIX ς Import/Export ς In the Import/Export dialog, Endpoint Hosts were labeled Availability Groups.  

FIX ς Import/Export ς Swagger Documents and Oauth Providers were previously not supported and 

visible within the UI. 

FIX ς Import/Export - ²ƘŜƴ ǿǊƛǘƛƴƎ ƻǳǘ ǊŜǎǇƻƴǎŜ ŦƛƭŜǎΣ ǘƘŜ άavailability-groupέ ǎǿƛǘŎƘ Ƙŀǎ ōŜŜƴ ŎƘŀƴƎŜŘ 

ǘƻ άŜƴŘǇƻƛƴǘ-ƘƻǎǘέΦ !ƭǎƻΣ ǘƘŜ following switches have been added, --swagger, --oauth-provider. 

FIX ς Import/Export - Added dependency support to adapter and service endpoints for endpoint hosts. If 

ŀƴ ŜƴŘǇƻƛƴǘ ƛǎ ǎŜƭŜŎǘŜŘ ǘƘŀǘΩǎ ǊǳƴƴƛƴƎ ǳƴŘŜǊ ŀƴ ŜƴŘǇƻƛƴǘ ƘƻǎǘΣ ǘƘŜ ŜƴŘǇƻƛƴǘ Ƙƻǎǘ ǿƛƭƭ ōŜ auto selected.  

Command Line Tools  

FIX ς Import/Export - Added support for Oauth Providers and Swagger docs.  Availability Group switch 

has been changed to Endpoint Hosts. Command line switches are now:  

-- endpoint-host, --swagger, --oauth-provider 

FIX ς Import ς If a *.esb file was being imported from the command line and it did not have the default 

Neuron Host Endpoint within it, the import would fail and list the following issue: 

ImportConfig Error: 1 : Error occurred creating the metabase reference for 

'c:\ temp\SaveTest.esb'. Entity=Neuron ESB Default Host: The 'Neuron ESB Default Host' was 

added for Endpoints. 



Workflow  

FIX ς Correlated Workflows - If there is more than one instance of neuron marked as primary for the 

endpoint host running correlated workflows (the hosts can be on different machines), each instance 

should pick up and process the messages for the correlated workflows running on the given 

instance.  However, there could be a case where if a workflow was unloading due to, for example, a 

receive message activity, the state of the workflow could be corrupted causing new workflows to start 

up instead of a message correlating back to a running workflow.  The workflows expecting the message 

would also stay in the unloaded state since the receive message activity never received the message to 

allow it to continue.   

FIX ς SQL Deadlocks - If there is more than one instance of neuron marked as primary for the endpoint 

host running correlated workflows (the hosts can be on different machines), each instance should pick 

up and process the messages for the correlated workflows running on the given instance.  However, 

there could be a SQL deadlocking issue that occurred due to the SERIALIZABLE transaction level being 

used.  This has been changed to READ COMMITTED along with using exclusive row hold locks.  A 

database update is required. 

Service Endpoints  

FIX ς Swagger Documents - Added a filter to load only custom swagger documents stored in the 

repository when configuring the client connectors for metadata. Previously we were listing those 

Swagger documents which we ship with Neuron ESB. 

NEW ς SOAP Header Support - Modified SOAP header support to not require a namespace as part of the 

key in the SOAP Headers dictionary. Existing processes will not need to change. Also modified the 

headers to allow the mustUnderstand attribute to be set on the header's root element. 

Adapter Endpoints  

FIX ς Meta Data Generation Wizard ς When attempting to connect using either Dynamics CRM XRM, 

NetSuite or ServiceNow adapters, their respective proxy server configuration was not displayed/used. 

FIX ς MQSeries Adapter ς When setting MQRFH2 headers via C#, if the NameValueCCSID property was 

set to something other than 1208, it was ignored. Also, added string padding implementation to 

properties set that have a string data type to ensure the proper length before the string value is set for a 

property. 

Neuron 3.6.0.1043  

Neuron Explorer  

NEW ς Start with Solution ς Desktop shortcuts can now be created passing the path of the Neuron 

Solution to the Neuron Explorer executable.  This will launch the Neuron Explorer and auto open the 

designed solution. For example, the following screen shot shows the property window of the desktop 

shortcut: 



 

The value of the target property is set with the location of the Neuron ESB Explorer executable followed 

by the path of the solution to open: 

"C:\Program Files\Neudesic\Neuron ESB v3\DEFAULTDev\NeuronExplorer.exe" 

"D:\Neuron\Testing\3.5Main\DemoSolution2" 

Workflow  

FIX ς Execute Process Activity ς Would not bind to Environment Variables used within the called 

Business Process. 

FIX ς Batch of Messages to Correlated Workflows Deadlock - If a user sent in a large batch of messages 

to a correlated workflow a deadlock issue could occur resulting in workflows not receiving all the 

messages (the messages would fail to the Neuron ESB audit table). This fixes the deadlock issue. A 

database update is required. 

FIX -  Batch of Messages causes Workflow to return Null value - If a user sent in a large batch of 

messages to a workflow instance at once, the resulting collection of commands that is implemented by 

the workflow engine could potentially return a null value due to concurrency locking. 

FIX ς Subsequent changes to Workflow Definition not recognized at runtime - If a user made a change to 

a workflow definition and then saved it, the first time the workflow definition change would be reflected 

in the runtime once the changes were detected. On the second time after saving (without restarting the 

ESB Service), the changes would not get picked up.  

FIX ς Restart of Correlated and Request/Retry Workflows fail - If a user attempted to restart a correlated 

or request reply type workflow from Workflow Tracking, it would not work.  



FIX ς Subsequent Execute Process exceptions are reported incorrectly - If a user had a workflow with an 

execute process activity that throws an exception and they ran it, then changed the exception that is 

thrown in the process, then tried to restart the workflow from workflow tracking, in the workflow 

tracking item, the exceptions reported in the Tracking tab that occurred before the attempted restart 

would be overwritten with the new exception. 

Auditing  

FIX ς SQL Truncation Warnings generated with Auditing - The SQL data type length was incorrect for the 

ReplyToPartyId in the Neuron ESB database. It should be 100 instead of 36. This would cause warnings in 

the previous release when using a Party Id that is longer than 36 characters and that party is used in the 

ReplyToPartyId message header when auditing the message. 

Adapters  

FIX ς REST based Adapters - If a REST adapter returned a response that did not have a content-type 

header, it threw an Object not set exception. 

FIX - MQSeries adapter - if user selected the bindings option, they could receive the following error at 

runtime: Machine name missing. Cannot resolve to DNS entry. 

FIX ς MQSeries Adapter ς When sending a message to MQSeries, the MQRFH2 was not using the 

existing value of the CodedCharSetId of the MQMD header by default, resulting in a CCSID value of 437. 

This has been corrected. However, users can dynamically set the MQRFH2 header (overriding the 

default value) by using the syntax below: 

 context.Data.SetProperty( "wmq" , "MQHRF2.CodedCharSetId" , "1208 " );  

 Neuron 3.6.0.1034  

Service Endpoints  

FIX ς JSON interpreted as XML ς If the incoming call to a REST based Client Connector had an HTTP 

content type of application/json+patch, then the following error would be reported.  

The XmlReader used for the body of the message must be positioned on an element. 

FIX ς Transfer Encoding set to Chunked ς If the Transfer Encoding was set to Chunked on the outgoing 

response message, the calling client would not receive the response. 

FIX ς Swagger Port change not applied at runtime - Changing the port for Swagger configuration in the 

appsettings.config file would not have any effect. The swagger help documentation configured on client 

connector would not redirect to the updated new port. 

Adapters  

FIX ς Rabbit MQ Adapter ς Users can now enter a number from -1 to infinite for the Time to Live value. 

This was previously restricted to a range of 0 to 1440. If -1 is entered, Neuron ESB will NOT set the Time 

to Live Value. 



NEW ς MQSeries Adapter ς Support has been added to allow users to specify IPC rather than TCP for all 

local calls to a Queue Manager. The Binding property has been expanded to support 3 options: Server, 

Client and Bindings. When Bindings is selected, the server, port and binding channel will not be passed 

to the open queue manager function, forcing the adapter to use the MQSeries IPC protocol for 

communication rather than TCP over a binding channel.  

Neuron 3.6.0.1031  

Workflow  

FIX ς Execute Process Activity ς wŜǘǳǊƴǎ ǘƘŜ ŦƻƭƭƻǿƛƴƎ ŜǊǊƻǊ ƳŜǎǎŀƎŜ ŀǘ ǊǳƴǘƛƳŜΥ ά¢ƘŜ ǇǊƻŎŜǎǎ ƴŀƳŜŘ Ψ·Ω 

ǿŀǎ ƴƻǘ ŦƻǳƴŘ ƛƴ ǘƘŜ 9{. ŎƻƴŦƛƎǳǊŀǘƛƻƴΦέ ¢Ƙƛǎ ǿŀǎ ƛƴǘǊƻŘǳŎŜŘ ƛƴ ǘƘŜ млол ōǳƛƭŘΦ  

FIX ς C# Workflow Activity - When testing a workflow that contains any C# activity in the workflow 

designer, an object reference error would be thrown. This is regression from a fix in build 1030. 

Adapters  

FIX ς Rabbit MQ Adapter ς Users can now enter a number from zero to infinite for the Time to Live 

value. This was previously restricted to a range of 1 to 1440. 

MOD ς Rabbit MQ Adapter ς Users can now specify that the adapters should attempt to create the 

ǉǳŜǳŜ ƛŦ ǘƘŜ ǉǳŜǳŜ ŘƻŜǎƴΩǘ ŀƭǊŜŀŘȅ ŜȄƛǎǘ ǿƘŜƴ ƛƴ {ǳōǎŎǊƛōŜ ƳƻŘŜΦ ! ƴŜǿ ǇǊƻǇŜǊǘȅ ŎŀƭƭŜŘ ά/ǊŜŀǘŜ 

vǳŜǳŜέ ǿƛƭƭ ōŜ ǾƛǎƛōƭŜ ǿƘŜƴ ǘƘŜ ǳǎŜǊ ǎŜǘǎ ǘƘŜ άwƻǳǘƛƴƎ aƻŘŜέ ǇǊƻǇŜǊǘȅ ƻŦ ǘƘŜ ŀŘŀǇǘŜǊ ǘƻ άvǳŜǳŜέΦ LŦ ǘƘŜ 

Create Queue property is set to True (default is false), Neuron will attempt to create the queue before 

sending the message. 

Neuron 3.6.0.1030  

Neuron ESB Runtime  

MOD ς Reducing startup time for multi core machines - All Endpoints and Topics are now started in 

parallel utilizing all available cores on the machine, reducing overall CPU utilization and total time 

required for starting complex solutions on machines with multiple cores 

MOD ς Synchronization of startup ς There were conditions where the endpoints assigned to Endpoint 

Hosts could signal they are ready for processing before other Endpoint Hosts were fully up. This has 

been corrected. 

FIX ς Single Instance Not Failing over when hosted in ESB Service - If a user had a single instance 

endpoint hosted in the ESB Service rather than in an Endpoint Host, the endpoint would not failover 

upon the primary instance stopping. 

FIX ς 1. Memory Leak when Adapters set for Single Instance and misconfigured ς If a user has an adapter 

endpoint configured for Single Instance mode and set to run under the ESB Service (rather than an 

9ƴŘǇƻƛƴǘ Iƻǎǘύ ŀƴŘ ǘƘŜ ŀŘŀǇǘŜǊ ŜƴŘǇƻƛƴǘΩǎ ǇǊƻǇŜǊǘƛŜǎ ŀǊŜ ƴƻǘ ŎƻƴŦƛƎǳǊŜŘ ŀǇǇǊƻǇǊƛŀǘŜƭȅ ǘƻ ŀƭƭƻǿ ƛǘ ǘƻ 

successfully start, errors similar to the one below will be continually generated. In the example below, 



an Environmental Variable was being used to configure a port on an FTP Adapter Endpoint, but the value 

had not been set: 

The FTP_PaymentPickup failed to start. Error occurred attempting to set the 'Port' property 

using the '{$PaymentPort}' Environment Variable. The environment variable PaymentPort has 

not been set 

In this case, the start of the adapter endpoint would fail, causing control to revert to the next server, 

which would also fail to start if running the same configuration. From there the startup process would 

continually repeat itself several times a minute. If left unattended for a significant period of time (30+ 

hours), any connections to a TCP based Topic may fault, placing the adapter endpoint in an unstable 

ǎǘŀǘŜ ǿƘŜǊŜ ƛǘΩǎ ǳƴŀōƭŜ ǘƻ ǎƘǳǘ Řƻǿƴ ƛƴǘŜǊƴŀƭƭȅΣ ƭƻŎƪƛƴƎ ƛǘǎ ǊŜǎƻǳǊŎŜǎΦ ¢ƘŜ ǎȅƳǇǘƻƳ ƻŦ ǘƘƛǎ ǿƻǳƭŘ ōŜ 

continued nonstop logging of the following:  

2019-01-05 19:25:13.768-07:00 [197] INFO  - Attempting to stop... 

At this point, new instances of the party would be created on every attempted start of the adapter 

endpoint. Eventually, after several days, this could result in the exhaustion of winsock resources and 

memory for the host process. With this fix, if an error conditions results in the Adapter Endpoint failing 

to start, the adapter endpoint will clean up its resources if the connection to TCP based Topics fault. 

FIX ς 2. Memory Leak when Adapters set for Single Instance and misconfigured ς If a user has an adapter 

endpoint configured for Single Instance mode and set to run under the ESB Service (rather than an 

9ƴŘǇƻƛƴǘ Iƻǎǘύ ŀƴŘ ǘƘŜ ŀŘŀǇǘŜǊ ŜƴŘǇƻƛƴǘΩǎ ǇǊƻǇŜǊǘƛŜǎ ŀǊŜ ƴƻǘ ŎƻƴŦƛƎǳǊŜŘ ŀǇǇǊƻǇǊƛŀǘŜƭȅ ǘƻ ŀƭƭƻǿ ƛǘ ǘƻ 

successfully start, errors similar to the one below will be continually generated. In the example below, 

an Environmental Variable was being used to configure a port on an FTP Adapter Endpoint, but the value 

had not been set: 

The FTP_PaymentPickup failed to start. Error occurred attempting to set the 'Port' property 

using the '{$PaymentPort}' Environment Variable. The environment variable PaymentPort has 

not been set 

In this case, the start of the adapter endpoint would fail, causing control to revert to the next server, 

which would also fail to start if running the same configuration. From there the startup process would 

continually repeat itself several times a minute. If the error condition is left unattended and unresolved, 

the system would experience a gradually increasing memory leak.  

Logging and Monitoring  

FIX ς Workflow Endpoints status set to Stopped in Endpoint Health ς If there are only Workflow 

Endpoints assigned to an Endpoint Host, they will always display in a Stopped state within Endpoint 

Health, even if started. This only occurred if there were no other types (i.e. Adapter or Service 

Endpoints) assigned to the same Endpoint Host. 



FIX ς Not logging correct number of Endpoints that were started under an Endpoint Host ς When set for 

informational logging, Neuron should log a message similar to the one below with the correct number of 

endpoints. Before this fix, the endpoint count was always logged as zero: 

2018-12-20 14:59:40.304-05:00 [1] INFO  - Operation Request: Operation StartAll Completed 

successfully against '7' endǇƻƛƴǘǎ ƛƴ 9ƴŘǇƻƛƴǘ Iƻǎǘ ΨbŜǳǊƻƴ 9{. 9ƴŘǇƻƛƴǘ IƻǎǘΩ 

Workflow  

FIX ς Unloaded Workflows generating Temp Files - Code activities would be compiled again if the 

workflow came back from being unloaded causing temp files to be created at a high rate if the user had 

workflows that go unloaded then resume and hit a code activity. Now we have a collection and 

workflow extension that allows the type and method info to be stored for code activities which are 

restored upon execution of the code activity. 

FIX ς Workflows processing children of Subtopics ς Workflows would process children of sub topics that 

they did not have specific subscription to, but that the underlying Subscriber object did. For instance, if a 

ǿƻǊƪŦƭƻǿ ǿŀǎ ŎƻƴŦƛƎǳǊŜŘ ǘƻ ǊŜŎŜƛǾŜ ƳŜǎǎŀƎŜǎ ŦǊƻƳ ǘƘŜ ά¢ƻǇƛŎ!ΦhǊŘŜǊǎέ ǘƻǇƛŎΣ ƛǘ ǿƻǳƭŘ ŀƭǎƻ ǊŜŎŜƛǾŜ 

ƳŜǎǎŀƎŜǎ ŦǊƻƳ ŀƴȅ ǎǳōǘƻǇƛŎ ƻŦ hǊŘŜǊǎ ǎǳŎƘ ŀǎ ά¢ƻǇƛŎ!ΦhǊŘŜǊǎΦtǳǊŎƘŀǎŜǎέ LC ǘƘŜ ǳƴŘŜǊƭȅƛƴƎ {ǳōǎŎǊƛōŜǊ 

object had a subscription to ά¢ƻǇƛŎ!ΦhǊŘŜǊǎΦtǳǊŎƘŀǎŜǎέ ŀǎ ǿŜƭƭ ŀǎ ά¢ƻǇƛŎ!ΦhǊŘŜǊǎέ. 

 

FIX - Semaphores errors reported - Semaphores weren't being released properly in all situations such as 

when a workflow aborted due to an unhandled exception in certain rare cases. For example, if the 

workflow aborted from an unhandled exception (e.g. the temp directory is full causing c# activities to 

not compile/execute causing some timeout exception to occur in the actual workflow application itself 

όƛƴ aƛŎǊƻǎƻŦǘΩǎ ŎƻŘŜύύΦ 

FIX ς Quartz Scheduler errors reported in log - A quartz scheduler error could occur when attempting to 

store job and trigger data. The error would state that the trigger already exists with the given name. 

Now we do a delete and add effectively updating the trigger. 

FIX ς Correlation within a Timeout within a Loop fails - If there is a workflow with a receive message 

activity within a timeout activity within a loop, if the receive message step causes the workflow to go 

unloaded, then when a message is received to resume the workflow, that message would start another 

workflow instead of correlating to the receive message. 

Adapters  

FIX ï SAP Adapter ï When configured as an IDOC listener, if the same IDOC segment was defined in two 

different IDOCs, but each one has a different customization, the second IDOC would fail during 

serialization. This has been corrected.   

Business Processes 

FIX ς Transform Process Step throws Exception when Testing ς When testing the Transform ς XSLT 

process step within the Business Process Designer, an Object reference not set to an instance of an 

object exception would be thrown. This was a regression in Transformation - XSLT that was introduced 



when we fixed the step to use the output settings from the XSLT provided in build 3.6.0.991. This did not 

affect runtime. 

Service Endpoints  

MOD ς REST Endpoints with Policy would not log response message with status code ς In some cases, if 

a Service Policy associated with a REST endpoint executed and Audited the failure, the response 

message (if any) returned from the server hosting the REST service may not be audited with the Status 

Code and Status Description. 

Neuron 3.6.0.1012  

Business Processes 

MOD ς Audit Process Step ς Support has been added to audit messages with extended HTTP Status 

Codes. If we detect that the message has an extended code not supported by .NET (i.e. 207, 422, etc.), 

we will clone the message before Auditing it. Before the Audit (but aftŜǊ ǘƘŜ ŎƭƻƴŜύΣ ǿŜΩƭƭ ǊŜǎŜǘ ǘƘŜ I¢¢t 

Status Code to the nearest hundred starting with the first digit of the extended code (i.e. 207 would 

become 200). The original extended code will be prepended to the HTTP Status Description of the ESB 

Message. 

FIX ς HTTP Client Utility Process Step ς If the full URL path was set in the HTTP Client Utility, the 

subsequent call to a Service Endpoint would not use the URL but instead use the URL it was originally 

configured with. 

FIX ς HTTP Client Utility Process Step ς If the full URL path was set using either Environment Variables, 

Context Properties, Global Variables or Message Properties, the underlying properties of the ESB 

Message object would not be set correctly. This would affect LocalPath, To and the Addressing.To 

properties. 

FIX ς HTTP Client Utility Process Step ς If JSON was inserted in the Body property when set to Raw, the 

braces would be stripped out of the resulting body when passed to the service. 

MOD ς Tracing to Business Process Design window during testing ς Several steps were not doing this 

including ODBC, Audit, Service and Adapter Endpoint Process steps. Also, the Neuron ESB Explorer has 

been configured to output Debug level traces by default.  

MOD ς Service Endpoint Process Step ς If a MessageSecurityException or ProtocolException is generated 

during the sending of a message using REST, Neuron ESB will automatically attempt to retry the service 

call after recreating the underlying proxy, message and HTTP headers.  

FIX ς Adapter Endpoint Process Step ς if executed within a Process directly tied to a Client Connector 

rather than to a Publisher, a Topic Null Exception could occur: 

FIX ς Audit Process Step ς When using during design time testing, if the proxy created faulted and 

another attempt to test is made, the user may receive the following warning message: 



MAXIMUM number of Audit Proxies '1' have already been created. WAITING for an Audit Proxy 

to become available. 

Neuron ESB Runtime 

MOD ς Single Instance Failure ς When an Endpoint marked as single instance would fail over to another 

service, it could be due to a database error that would be logged in the master log file, but not in the 

actual log file of the endpoint affected.  

MOD ς Single Instance Failover - An Endpoint marked as single instance would fail to start if the 

Endpoint is assigned to run under an Endpoint Host. This has been corrected so now it starts. However, 

the single instance configuration will be ignored. Single instance behavior must now be configured using 

the Deployment Settings tab of the Endpoint Host. 

FIX ς CPU Usage Spikes and Slow startup ς When running on a machine with 2 or fewer cores with a 

configuration that included a dozen or more Endpoint hosts, the runtime may experience delays in 

starting and CPU usage of 100%.  

Neuron ESB Explorer 

FIX ς Deleting a Sub Topic ς If a user attempted to delete a sub topic that was positioned before the last 

sub topic in the grid, a System.IndexOutOfRangeException could be generated when the user attempts 

to Apply the change.  

Service Endpoints  

FIX ς Client Connector URL not matched to incoming URL ς During an incoming REST based API URL 

request, the incorrect Client Connector could be matched to the incoming request if there were more 

than one Client Connector URL that starts with the incoming URL. For example, an incoming request url 

of http://mymachine/test/v1/summary?GPID=5 could be matched with either a Client Connector URL of 

http://mymachine/test/v1/summary/benefits or one with a url of http://mymachine/test/v1/summary . 

Now, Neuron ESB will do an exact match first and, only if there is not an exact match, fall back to find a 

Client Connector url that contains the incoming url.  

MOD ς Service Endpoint ς If a MessageSecurityException or ProtocolException is generated during the 

sending of a message using REST, Neuron ESB will automatically attempt to retry the service call after 

recreating the underlying proxy, message and HTTP headers.  

Adapter Endpoints  

FIX - Dynamics AX Adapter ς Fixed issue that when a stored credential was selected in the property grid 

of the adapter endpoint, if you clicked on the dropdown list of Service URLs you would only see the list if 

the currently logged-in user has permission to call the Query Service in the Dynamics AX server. 

FIX - Dynamics AX Adapter ς Fixed issue that when running the Metadata Generation wizard, if you 

selected the Dynamics AX Adapter from the Registered Adapter dropdown list, an exception would be 

thrown stating that the AOS Server Name property could not be blank. 

http://mymachine/test/v1/summary?GPID=5
http://mymachine/test/v1/summary/benefits
http://mymachine/test/v1/summary


FIX - SAP Adapter ς fixed issue when using the Metadata Generation Wizard to create sample XML for 

customized IDOCs. 

NEW - SAP Adapter ς Added support for transactions in SAP.  When an SAP Adapter endpoint is 

configured as transactional, any message that is processed by the adapter endpoint without the 

property sap.TransactionId will create a new connection to SAP and create a transaction ID that is 

associated with that connection.  The transaction ID will be included with the response message from 

SAP as the message property sap.TransactionId.  This transaction ID must be added as the message 

property sap.TransactionId  on all following message that are part of the transaction (including commit 

and rollback).  This will ensure the calls to SAP occur over the same connection.  You can then send a 

BAPI_COMMIT_TRANSACTION or BAPI_ROLLBACK_TRANSACTION to SAP to commit or rollback all the 

previous transactional messages. The lifetime of the connection is controlled by the adapter endpoint 

property Transaction ID Expiration. 

Workflow  

FIX ς C# Workflow Activity ς When opening the C# Workflow Activity in the Workflow Designer, the 

following error may occur: 

System.InvalidOperationException: Collection was modified; enumeration operation may not 

execute.  

FIX ς Workflow Processing Message Twice - After saving a Neuron ESB solution for a running instance 

with workflow endpoints, multiple workflow host services could start up for a single endpoint. This 

would mean a single message gets processed twice (at the same time) by a given workflow 

endpoint.  This issue occurred only if the Party that the workflow endpoint is assigned to did not get 

disposed before the OnConfigurationChanged event executed in the WorkflowHostService, which could 

be the case since it runs asynchronously.  The issue had a chance to occur only when the workflow 

endpoint itself had a configuration change (e.g. changing the endpoint to run a different workflow, 

ŎƘŀƴƎƛƴƎ ǘƘŜ ŜƴŘǇƻƛƴǘΩǎ ǇŀǊǘȅΣ ŜǘŎΦύ ŀǎ ǘƘŜ ǿƻǊƪŦƭƻǿ ŜƴŘǇƻƛƴǘ ƻƴƭȅ ƎŜǘǎ ǊŜǎǘŀǊǘŜŘ ǳǇƻƴ such changes. 

MOD ς Service Endpoint Activity ς If a MessageSecurityException or ProtocolException is generated 

during the sending of a message using REST, Neuron ESB will automatically attempt to retry the service 

call after recreating the underlying proxy, message and HTTP headers.  

Monitoring  

FIX ς Endpoint Health ς Pending counter for Workflow incorrect - ¢ƘŜ άtŜƴŘƛƴƎέ counter for workflow 

endpoints in the Endpoint Health Monitor in Neuron Explorer could increment in some cases but not 

decrement when it should causing the counter to be incorrect. This issue shouldn't affect the runtime or 

the execution of workflows. This has been corrected. 

MOD ς Endpoint Health ς A Process ID column has been added to show the process id of the Endpoint 

Host. 



FIX ς Clear Errors and Warnings generates UI error ς In Endpoint Health, if a user right clicks on a row 

that has errors in it, and selects "Clear Errors and Warnings", the user will get the error below, but the 

errors are successfully cleared: 

System.ArgumentException: Key not found: 'Errors' 

Neuron 3.6.0.995  

Business Processes 

FIX - Timeout Process Step would fail with unhandled exception ς If a C# step was placed within the 

Timeout Process step block and the Configuration or Log object was accessed, an unhandled exception 

would be thrown. 

FIX ς Audit Process Step would not record Process Name ς When auditing a message, the name of the 

current Business Process was not being captured and audited with the message. This would result in the 

Process Name row of the Neuron Properties within the Audited message to be blank. 

FIX ς Excel to XML Process Step would not process mixed datatype columns ς If there were mixed 

datatype values within a column, some of the values may not get processed and outputted in the final 

xml.  

Runtime  

FIX ς Publishing a message may through a Null Exception ς Under certain circumstances, if an endpoint 

is publishing a message at the same time an underlying change to the configuration was detected, a null 

exception could occur when iterating through the Business Processes to determine what would need to 

be executed prior to the send. The following error may be recorded: 

System.NullReferenceException: Object reference not set to an instance of an object. 

   at 

Neuron.Esb.Internal.PipelineRuntimeHelper.<>c__DisplayClass3.<ApplyPipelines>b__1(ClientPip

elineItem pipeline) 

   at System.Linq.Enumerable.WhereArrayIterator`1.MoveNext() 

   at Neuron.Esb.Internal.PipelineRuntimeHelper.ApplyPipelines(ESBClientContext context, 

ESBMessage& message, Boolean applyOnPublish, Boolean applyOnReceive) 

Neuron 3.6.0.991  

Adapters  

FIX ς FTP Adapter ς When using the FTP Adapter in Subscribe mode and SSL is configured with a 

certificate, the adapter would not recognize the certificate. 

MOD ς Azure Service Bus Adapter - AuthenticationMode property has been removed. Authentication 

mode is always SAS as ACS has been deprecated. 



FIX ς Azure Service Bus Adapter ς When processing JSON messages, the following error could occur: 

Cannot access a disposed object. Object name: 'BufferedInputStream'. 

FIX - Salesforce adapter ς Fixed issue that was introduced with the release of Salesforce SOAP API 

version 43, the generation of SObject-ōŀǎŜŘ ǎŎƘŜƳŀǎ ǊŜǘǳǊƴŜŘ ǘƘŜ ŜǊǊƻǊ άέ ǿƘŜƴ ǳǎƛƴƎ ǾŜǊǎƛƻƴ по or 

later. 

FIX - Salesforce adapter ς Metadata generation did not create XML samples for many of the core 

operations.  This has been fixed. 

NEW - Salesforce adapter ς Added support for Salesforce SOAP API version 44 

Installer  

MOD ς Bootstrap Installer .NET dependency ς The Neuron ESB installer prerequisite is now .NET 4.0, 

rather than 4.7.1.  If 4.7.1 is not installed, the setup process will prompt the user to download and 

install. 

MOD ς Event Processing Service startup ς This service will no longer be automatically started as part of 

the Neuron Installation process. 

Runtime  

MOD ς Reliability Policy added to SQL Operations ς Retry policies have been added to all SQL Reader 

and Command operations to accommodate occasional network disruptions between the Neuron ESB 

Server and the Microsoft SQL Server 

FIX ς Single Instance prematurely Fails Over ς If an adapter endpoint is marked as single instance, it 

could prematurely fail over to the secondary node, even though there is no failure, if there was a SQL 

server network disruption. 

Business Processes 

FIX ς Audit Process Step ς When attempting to audit a message that contains an extended HTTP Status 

code not natively supported by .NET, a serialization would occur. Now if Neuron detects an extended 

HTTP status code, it is set to NULL before the auditing process.  

FIX ς XSLT Transform Process Step ς The xsl:output element would not be processed by the 

transformation step. 

Workflow  

FIX ς Adding Workflow Assembly References ς If a user added an assembly reference to the workflow 

ǳǎƛƴƎ ǘƘŜ άҌέ ōǳǘǘƻƴ ƻƴ ǘƘŜ ǿƻǊƪŦƭƻǿ ŘŜǎƛƎƴŜǊΣ ǘƘŜƴ ŀŘŘŜŘ ŀ ŎІ Ŏƭŀǎǎ ƻǊ ŦǊŀƎƳŜƴǘ ŀƴŘ ǊŜƳƻǾŜŘ ǘƘŜ 

reference from the code editor for the class/fragment, then tried to add another workflow reference 

ǳǎƛƴƎ ǘƘŜ άҌέ ōǳǘǘƻƴΣ ŀƴ ŀǊǊŀȅ ƻǳǘ ƻŦ ōƻǳƴŘǎ ŜȄŎŜǇtion would occur. 

FIX ς Adding a Variable to a Workflow ς If a user added a variable that was a generic that contained a 

non-serializable type (e.g. having a List of a non-serializable type), when running the workflow they 



would see exceptions in the log stating that a serialization exception occurred.  This would happen if the 

generic itself was serializable, but the containing type was not. 

FIX ς Adding an Assembly to a Workflow from the GAC ς If a user added an assembly reference from the 

GAC to a workflow or c# activity, the workflow designer would throw an exception stating the 

referenced assembly could not be found when attempting to apply the workflow changes.   

FIX ς Adding a reference to the Microsoft.CSharp Assembly ς If a user had a workflow with a code 

activity that referenced the Microsoft.CSharp assembly, the compiler for the code activity would throw 

an exception stating the assembly could not be found when reaching the code that depends on the 

assembly. 

FIX ς Persistent Delay Activity does not Resume when used in a Correlated Type Workflow ς If a user had 

a correlated type workflow that contained a Delay activity with a delay greater than a minute, the 

workflow would not resume after the delay had elapsed. 

FIX ς Persistent Delay before a Receive Message Activity would cause Messages to not be Queued for 

the Receive Message Activity ς If a user had a Persistent Delay somewhere before a Receive Message 

Activity, any messages sent to that correlated workflow during the delay and before the Receive 

Message Activity was executed would not be queued for the receive. 

FIX ς Workflow Resuming from a Persistent Delay would not clear the Needed Database Tables ς If a 

user had a Persistent Delay, when the workflow resumed from the delay and completed or aborted, the 

necessary database tables and in-memory collections would not be cleaned up. 

Topics 

FIX ς Rabbit MQ Topic Dead Letter Queue Infinite loop ς LŦ ŀ ƳŜǎǎŀƎŜ ǿŀǎ ǊƻǳǘŜŘ ǘƻ bŜǳǊƻƴΩǎ ƛƴǘŜǊƴŀƭ 

Rabbit MQ Dead Letter Queue and it was missing required properties, specifically the Topic name, 

Neuron would return a negative acknowledgment and re-queue the bad message. This could result in an 

infinite loop causing considerable CPU usage. Moving forward, a negative acknowledgment is still 

returned, however an attempt will be made to audit the message to the failed message table. Otherwise 

it will be written to the endpoint log rather than returned to the queue.  If the Topic property is missing, 

ǘƘŜ ǾŀƭǳŜ ά¦bYbh²bέ ǿƛƭƭ ōŜ ǊŜǇƻǊǘŜŘ ƛƴ ƛǘǎ ǇƭŀŎŜΦ 

FIX ς Rabbit MQ Topics ς If error occurred during the receipt of a message from the dead letter queue, 

the error count would not be incremented in Endpoint Health. 

FIX ς Rabbit MQ Topic Subscriber Queue Infinite loop ς LŦ ŀ ƳŜǎǎŀƎŜ ǿŀǎ ǊƻǳǘŜŘ ǘƻ bŜǳǊƻƴΩǎ ƛƴternal 

Rabbit MQ Subscriber Queue (representing the Neuron Subscriber) and it was missing required 

properties, Neuron would return a negative acknowledgment and re-queue the bad message. This could 

result in an infinite loop causing considerable CPU usage for the duration of the Time to Live period 

specified on the Topic (which by default is 1 day). Moving forward, a negative acknowledgment is still 

returned, however an attempt will be made to audit the message to the failed message table. Otherwise 



it will be written to the endpoint log rather than returned to the queue.  If the Topic property is missing, 

ǘƘŜ ǾŀƭǳŜ ά¦bYbh²bέ will be reported in its place. 

Neuron 3.6.0.975  

Installer  

MOD ς WS-Discovery port disabled by default ς the WS-Discovery announcements on port 9021 has 

been disabled by default. Previously, during installation, the Discovery Service could fail start during the 

install because of the WS-Discovery service port being blocked. This seems to be introduced recently on 

Windows 10. This can be mŀƴǳŀƭƭȅ ŜƴŀōƭŜŘ ōȅ ǎŜǘǘƛƴƎ άWSDiscoveryEnabledέ ŦƭŀƎ ƭƻŎŀǘŜŘ ƛƴ !ǇǇ{ŜǘǘƛƴƎǎ 

in the DiscoveryService.exe.config file to true.  

MOD ς MSI package is now digitally signed. 

Workflow  

FIX ς Namespace parsing error at design time for custom assembly references ς This could occur in the 

designer within a C# workflow activity if referencing an external custom assembly.  This bug was 

introduced in build 3.6.0.937. 
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Logging 

FIX ς Client API Logging ς All logging functions in Neuron ESB 3.6 were moved to Log4Net. When using 

the Neuron ESB Client API hosted in external .NET applications, logging can be enabled by adding the 

ŀǇǇǊƻǇǊƛŀǘŜ ƭƻƎпƴŜǘ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ǘƻ ǘƘŜ άŎƻƴŦƛƎǳǊŀǘƛƻƴέ ǎŜŎǘƛƻƴ ƻŦ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴΩǎ ŀǇǇΦŎƻƴŦƛƎ ŦƛƭŜΦ ¢ƘŜ 

following is an example of log4net configuration that can be added to the app.config file to enable the 

Neuron ESB Client API to log to a text log file using the log4net Rolling File Appender: 

  <configSections > 
    <section  name=" log4net "  type =" log4net.Config.Log4NetConfigu rationSectionHandler, 
log4net " />  
  </ configSections > 
 
  <log4net > 
    <appender  name=" File1Appender "  type =" log4net.Appender.RollingFileAppender " > 
      <file  value =" log - file - 1.txt "  />  
      <appendToFile  value =" true "  />  
      <ImmediateFlush  value =" true "  />  
      <PreserveLogFileNameExtension  value =" true "  />  
      <StaticLogFileName  value =" false "  />  
      <rollingStyle  value =" Composite "  />  
      <datePattern  value =" - yyyy - MM- dd"  />  
      <maxSizeRollBackups  value =" 10"  />  
      <maximumFileSize  value =" 100MB"  />  
      <layout  type =" log4net.Layout.PatternLayout " > 
        <conversionPattern  value =" %date{yyyy - MM- dd HH:mm:ss.fffzzz} [%thread] % - 5level -  
%message%newline%exception" />  
      </ layout > 
    </ appender > 
    <root > 



      <lev el  value =" INFO" />  
    </ root > 
    <logger  name=" NeuronEventLog " > 
      <level  value =" ALL" />  
      <appender - ref  ref =" File1Appender " />  
    </ logger > 
  </ log4net > 

FIX ς Adapter Endpoint Logging ς If Adapter Endpoints were configured to run in an Endpoint Host, 

logging levels were not honored. Changes in the logging level via the Configure Server dialog were not 

reflected in the Endpoint Host. This has been corrected. 

Workflow  

FIX ς Execute Process Workflow Activity ς Calling a Business Process from a Workflow using the Execute 

Process Workflow Activity would succeed during design time testing but would fail at runtime with the 

following error reported in Workflow Tracking:  

¢ƘŜ tǊƻŎŜǎǎ ƴŀƳŜŘ ά·έ ǿŀǎ ƴƻǘ ŦƻǳƴŘ ƛƴ ǘƘŜ 9{. /ƻƴŦƛƎǳǊŀǘƛƻƴΦ  

FIX - C# Code/Class Workflow Activity - If referencing a dll that wasn't in the GAC in a workflow C# 

code/class activity (i.e. a custom reference where user placed the dll in the Neuron Instance Folder and 

added the reference to the workflow), an error would be displayed anytime the code was recompiled or 

saved. 

FIX - C# Class Workflow Activity - After initially dragging on a C# class activity, if a user opens the activity 

in the code designer, the generated code block would be missing. Closing and reopening the editor 

would display the correct generated code block. 

FIX ς Adapter Endpoint Activity ς A key not found exception could occur when a user changes the 

adapter endpoint properties for an adapter selected in an adapter endpoint workflow activity while the 

service is running. 

FIX ς Renaming Referenced Entities in Workflows - If a user had an execute process, service endpoint, 

adapter endpoint, or publish activity in a workflow, renaming the referenced business process, service 

endpoint, adapter endpoint, or topic would not automatically update their name property within the 

workflow activity. 

FIX ς Renaming Business Process in Workflows - Renaming any business process or service endpoint 

would result in any workflow definition that had an execute process or service endpoint activity to lose 

the defined process or service in the workflow designer.  This only happened at the designer level and 

did not affect the running workflow definition unless the user applied and saved the changes. 

FIX - Workflow Designer closes with unsaved changes when referenced object is renamed - If a user has 

an adapter/service/topic or Business Process referenced in a corresponding activity (i.e. adapter 

endpoint activity), and the user has multiple workflow designers open that reference the same adapter, 

the non-active workflow designers would close if the adapter was renamed. This could cause users to 

lose any changes that haven't been applied in the workflows that close.  The activity must be in view for 



this to happen. Now we will display a prompt telling the user to manually update the references in the 

non-active designers with pending changes.  

FIX - Workflow Designer Apply button becomes enabled when unmodified - If a user had an adapter 

endpoint referenced in a corresponding adapter endpoint activity in multiple workflow designers, 

switching between them after renaming the endpoint would cause the apply button to become enabled 

on unmodified workflows. 

Adapters  

FIX ς Dynamics CRM Web API Adapter ς Users may receive the following error message due to a missing 

Content-Type header: 

The Microsoft Dynamics CRM ²Ŝō !tL ŜƴŘǇƻƛƴǘΣ ΨaȅŀŘŀǇǘŜǊbŀƳŜ', failed to send the message. 

The value cannot be null or empty. 

Parameter name: mediaType 

FIX ς Dynamics CRM Web API Adapter ς If the Adapter received a message from a Client Connector, the 

following warning could be written to the Neuron ESB log file:  

"Bytes to be written to the stream exceed the Content-Length bytes size specified" 

FIX ς Dynamics CRM Web API Adapter ς If the Token expired, it would not refresh as expected and 

would throw the following error: 

The request message was already sent. Cannot send the same request message multiple times. 

FIX - Dynamics CRM Online Plugin - changed target framework to 4.5.2 to match Dynamics 365 online 

.NET framework requirements. 

MOD ς Salesforce Adapter - Added support for latest versions of the Salesforce SOAP API through 

version 43 

MOD ς NetSuite Adapter - Added support for latest versions of the NetSuite API through version 2018.2 

FIX - SAP Adapter ς RFC and BAPI requests that contain table data as input parameters would throw the 

following exception:  

Sequence contains more than one matching element 

FIX - MQSeries Adapter - Using the adapter in Publish mode to read messages that include RFH2 headers 

and custom properties, the length of the RFH2 header would be appended to the the body of the 

message. 

FIX - MQSeries Adapter - Using the adapter in Subscribe mode to send messages that include RFH2 

NameValueData headers, a Memory stream is not expandable exception may occur. 



Service Endpoints  

MOD - BasicHttpRelay ς Binding now provides appropriate security options and the ability to not require 

clients to send the relay an access token with each request. 

FIX ς Client Connector Fails to start ς If the Client Connector was configured to run a Business Process 

rather than interact directly with the Messaging sub system and the Endpoint Host property was left 

blank, the Client Connector would fail to start.  

MOD - Webhttprelay ς Binding now provides the ability to not require clients to send the relay an access 

token with each request. 

FIX ς Webhttp and Webhttprelay ς Responses were always encoded as ASCII. Now responses are 

encoded based on the incoming request. 

FIX ς HTTP Headers not case insensitive ς HTTP Headers were not accounting for headers that were not 

properly cased. This could result in errors similar the following: 

Exception: The 'transfer-encoding' header must be modified using the appropriate property or 

method. 

Parameter name: name 

Method: ThrowOnRestrictedHeader 

FIX ς Policy for REST Codes not firing ς If a service policy was configured to fire for any selected HTTP 

Status code that does not result in a runtime exception being thrown (such as 500), the policy would not 

fire.  
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Business Processes 

FIX ς Debugger throws ArgumentNullException ς When launching the Business Process Debugger with a 

Business Process that does NOT have any 3rd party external .NET assemblies referenced, the debugger 

would throw an ArgumentNullException. 

Adapters  

FIX ς NetSuite Adapter - production and sandbox accounts require an account-specific URL when making 

Web service calls.  Previously, calls made with production or sandbox accounts would fail unless the 

correct URL was set in the NetSuite Service URL property in the adapter endpoint properties.  Now the 

adapter will retrieve the correct URL for every account type through a call to NetSuite's data center URL 

rest service. 

FIX ς FTP Adapter ς When using ImplicitSSL mode set to TLS, the following error may be reported: 

System.ArgumentNullException: Value cannot be null. 

Parameter name: cert 



Services 

FIX ς Client Connector URL throws Fault when called ς Under very specific circumstances, specifically if 

the incoming URL is resolved to a different case then the client connector URL, the client connector may 

throw a fault back to the calling client with an error message similar to the following: The current service 

instance for the 'https://machine/myurl' url could not be found.   

Configuration  

FIX ς Exporting Client Connector Endpoint generates Error ς When exporting a Client Connector 

Endpoint that has Messaging disabled, a Topic not found error would be generated. 

Neuron 3.6.0.937  

Services 

FIX ς Service Connector using Windows Credentials Authentication ς When hosting a Service Connector 

in an Endpoint Host where the Service Connector is configured to use a Windows Credentials using 

either the Transport:Basic or HttpBasic Security Model, the credential information would not be 

forwarded to the service. 

MOD ς Swagger Support ς Support for Swagger UI has been upgraded to version 3.0 

FIX ς ADP OAuth Provider ς After 60 minutes the OAuth Token would expire and not renew. This was 

due to ADP throwing a protocol exception rather than a message security exception. The Token now 

automatically renews when expired. 

FIX ς Service Connector obfuscating true Exception ς If a user received a message security exception on 

a SOAP service connector, they would receive the following error instead of the actual error: 

Service connector X' received an exception attempting to pass on a received message. This 

message cannot support the operation because it has been written. 

Adapters  

FIX ς FTP Adapter Explicit Mode and TLS - When using Explicit mode only SSL 3.1 was supported. A new 

property has been added so that users can select either SSL or TLS protocol when using either Explicit or 

Implicit mode for FTP. TLS is the default. 

MOD ς FTP Adapter ς Remove BOM property has been added to publish mode. 

MOD ς FTPS Adapter ς Remove BOM property has been added to publish mode. 

FIX - NetSuite Adapter - Fixed issue with metadata generation in the 2018_1 version that results in 

"Object reference not set to instance of an object." 

FIX - CRM XRM Adapter - Fix for setting objectid proprerty to the correct entity type. One example is the 

regardingobjectid in activities like emails. Instead of setting the typename property to "Lookup", set it to 

the entity type of the lookup (i.e. "contact"). Also, users can now pass-in a reference ID as a value 



instead of a lookup and have it converted to the correct type of entity. When passing the GUID, use the 

"reference" attribute to set the correct entity type (i.e. "contact") 

Business Processes 

FIX - JSON Validation Process Step - fixed issue where it would validate a JSON document if the 

document itself is an array. 

FIX - Business Process Designer ς When using the process debugger with additional assembly references 

registered at the process level (NOT at the code-step level), if a breakpoint was set in a C# Class step the 

debugger would throw an exception when starting.  This issue only occurred with a C# Class step and 

not with a regular C# step. 

Workflow  

FIX ς Workflow Designer crashes Neuron ESB Explorer ς This could happen if we retrieved incorrect 

coordinates when laying out the designer within the window. 

FIX ς Correlated Workflows - When running two or more primary workflow hosts on separate machines 

with correlated type workflows, messages received on one machine that correlate to a running 

workflow instance on other machines would not be received by the correct machine.  Rather, a new 

workflow instance would start as this scenario was not supported. 

FIX - C# Editor within Workflow fails to identify compile errors at design time - Design Time compile 

errors would be reported if editing C# or C# Class workflow activities in their dedicated editor tabs (i.e. 

right click to display context menu and select "Edit Code"). However, if a user opens the editor within 

the workflow designer as an activity window, then design time compile errors would not be reported. 

This has been fixed so that they are always reported regardless of where they are being edited. 

Neuron ESB Explorer 

FIX ς Neuron ESB Explorer crashes if NO SQL Servers found on local network - The Neuron ESB Explorer 

could crash with a null exception if the user was attempting to retrieve a list of SQL servers in one of the 

SQL server specific Business Process steps or in View/Manage databases. 

FIX ς About Form displaying incorrect version ς In the Neuron ESB Explorer, the Help -> About form was 

showing the incorrect version (i.e. 3.5) instead of 3.6. 

FIX ς ImportConfig Command Line tool ς When using the ImportConfig command line tool to import a 

Business Process by name, defined in an RSP file, the command line tool would report the error that the 

Process could not be found. 

FIX ς Connecting Online Mode Fails ς Attempting to use the Neuron ESB Explorer to Connect to an 

Instance of bŜǳǊƻƴ 9{. ƛƴ άhƴƭƛƴŜέ ƳƻŘŜ όǾƛŀ ǘƘŜ CƛƭŜ ->Connect menu) would fail if the Neuron ESB 

instance was not configured to use port sharing. The following Error would be displayed showing an 

attempt to connect to the control service port rather than the boostrap port: 



Operation failed: Neuron ESB Explorer was unable to connect to the ESB Bootstrap Service at 

net.tcp://localhost:5004/ESBConfigurationService/ 

Installation  

MOD - CreateManagementObjects.ps1 PowerShell script - Sometimes the 

PerformanceCounterCategory.Exists() method would return true even though the passed in 

performance counter didn't exist. To fix this, PerformanceCounter.CloseSharedResources() is called to 

flush the cache before we execute the rest of the creation script. 

FIX ς Rabbit MQ Management Plugin ς This was not being activated automatically if a user choose to 

install RabbitMQ as part of the Neuron ESB installation.  

Neuron 3.6.0.920  

Services 

FIX ς WebHttpRelay Binding throws XmlReader exception ς When using the WebHttpRelay binding with 

JSON messages, an XmlReader exception would be thrown. 

Business Processes 

FIX ς Copying Business Processes creates reference rather than clone - When copying a Business 

Process, editing a step's properties in the copy would be reflected in the original. Opening and closing 

the Neuron ESB Explorer would previously solve the issue. This has now been corrected. 

FIX ς Process Step Caching at Design Time ς When conducting design time testing of either the Execute 

Process, Service Endpoint or Adapter Endpoint process step if, after the first test, the dependency that 

they called was change (i.e. Adapter or Service Endpoint or child Business Process), subsequent tests 

would not reflect the changes as the original entity would be cached with the designer.  

Runt ime 

FIX ς Maximum Log File Size ς This value was not being honored for Workflow Endpoints. Also, we 

removed the daily/weekly rollover option and disk size threshold for logging. 

FIX - CreateManagementObject.ps1 PowerShell script ς Modified to create performance counters for 

Neuron Endpoint Hosts. 

FIX ς Logging in Authentication Validators ς When in verbose or info mode, logging statements were not 

reflected correctly in the respective endpoint log file. 

FIX - RaiseAdapterError not logging custom messages - When using RaiseAdapterError from custom 

adapters, if custom messages were passed, they were not being logged in the endpoint log file. 

MOD ς WMI Failed Message Event ς EndpointName and EndpointType have been added to the event 

properties that users can retrieve when subscribing to the Failed Message Event.  

FIX ς Null Exception on Shut down - On shutdown, sometimes a null exception may be thrown when 

attempting to unwind the events of the party, even though the party is not null.  



Adapters  

FIX ς Azure Service Bus Adapter ς Logging was added and an unhandled exception when in Publish mode 

has been corrected. 

Configuration  

FIX ς Exporting Adapter Endpoint generates Error ς When exporting an Adapter Endpoint that has 

Messaging disabled, a Party not found error would be generated. 

Samples 

FIX ς REST to SQL - ¢ƘŜǊŜ ǿŀǎ ŀ ǇǊƻŎŜǎǎ ǎǘŜǇ ǘƘŀǘ ŘƛŘƴΩǘ ƴŜŜŘ ǘƻ ōŜ ƛƴ ǘƘŜ w9{¢ ǘƻ {v[ ǇǊƻŎŜǎǎ ǿƘƛŎƘ 

caused it to always go down the error path in the process.  Also, when we were getting a response we 

ǿŜǊŜ ǊŜŀŘƛƴƎ ǘƘŜ ǿǊƻƴƎ ȄƳƭ ŜƭŜƳŜƴǘ όƛΦŜΦ ά9Ƴŀƛƭ!ŘŘǊŜǎǎέ ǿƘŜƴ ƛǘ ǎƘƻǳƭŘ ƘŀǾŜ ōŜŜƴ ά9ƳŀƛƭέύΦ  

Neuron 3.6.0.900 (3.6) Features  
The Neuron ESB 3.6 release represents a significant next step toward the evolution of the Neuron 

Platform. Much of the infrastructure has been refactored to facilitate our near-term vision of cloud 

hosting, as well as make independently hosted and deployable services, adapter and workflow 

endpoints a reality for our customers today. More organizations are seeking the agility to quickly 

develop, test, deploy and update business capabilities encapsulated using a Microservices architecture.  

Neuron ESB 3.6 has been built on the principal of SOA and Microservices, hence it is the natural choice 

to build Microservice based APIs. In previous versions of Neuron ESB, organizations could easily create 

REST APIs or SOAP based services. However, in this release, they can now control the deployment aspect 

of it as well. Using Neuron ESB 3.6, organizations can now choose to run a service, (or group of services), 

as a fully independent service that can be scaled in or out based on consumption using platform services 

like Docker.  

LŦ ȅƻǳΩǊŜ ǳǎƛƴƎ bŜǳǊƻƴ 9{. оΦр ǘƻŘŀȅΣ ǇƭŜŀǎŜ ŘƻǿƴƭƻŀŘ the Neuron ESB 3.6 setup to update your existing 
installation. Current customers can obtain either the Patch or the full installation from the Neuron ESB 
Support website. If you are new to Neuron ESB, you can download the full installation from the Neuron 
ESB website.  

Neuron ESB 3.6 provides dozens of new features, enhancements, and connectors, some of which 
include: 

¶ Endpoint level Hosting  
¶ Self-registration of Adapters/Connectors 
¶ Messaging free Service and Adapter Endpoints 
¶ Environment sensitive enabling/disabling of Endpoints 
¶ ServiceNow Adapter 
¶ New OAuth Providers 
¶ Custom OAuth Providers 
¶ JSON Schema Validation  
¶ New Monitoring REST APIs 
¶ 100+ Product Enhancements 

http://support.neuronesb.com/
http://support.neuronesb.com/
http://pages3.neudesic.com/Neuron-Free-Trial.html
http://pages3.neudesic.com/Neuron-Free-Trial.html


All the changes included in the Neuron ESB 3.6 release can be found in the Neuron ESB Change 

Log which gets installed with Neuron ESB.  In this blog post, I thought I would elaborate on some of the 

ƴŜǿ ŜƴƘŀƴŎŜƳŜƴǘǎ ŀƴŘ ŦŜŀǘǳǊŜǎ ǿŜΩǾŜ ŀŘŘŜŘ ǘƻ ǘƘe update.   

Endpoint Level Hosting  

Previous Hosting Model 

In previous versions of Neuron ESB, the Neuron ESB Runtime Windows Service (esbservice.exe) was 

used to host all Adapter and Service Endpoints, as well as all Messaging Publishing Services and all 

internal Services. These services were isolated in their own .NET AppDomains within the Neuron ESB 

Runtime service.  However, a fault tolerant hosting environment was provided for the Neuron ESB 

Workflow Engine. The hosting was embodied by Neuron ESB Availability Groups. Availability Groups 

were used to load balance the execution of Workflow Instances across multiple servers in 

dedicated/isolated host processes.  

 

Neuron ESB 3.5 Hosting Model ς ²ƻǊƪŦƭƻǿ 9ƴŘǇƻƛƴǘǎ ŀǊŜ ƘƻǎǘŜŘ ƛƴ ŘŜŘƛŎŀǘŜŘ Ƙƻǎǘǎ ƴŀƳŜŘ ά!Ǿŀƛƭŀōƛƭƛǘȅ DǊƻǳǇǎέ όƛΦŜΦ 

esbhost.exe). Any number of Availability Groups can be created. All internal services, Messaging services, Service Endpoints and 

Adapters Endpoints are isolated in .NET App Domains and hosted in the Neuron ESB runtime (i.e. esbservice.exe). Parties and 

Business Processes run in the host process of their respective Endpoint.  

These Availability Groups were designed with built in clustering to achieve high availability and fault 

tolerance without the need to deploy Microsoft Windows Failover Cluster Services. Servers within a 

Neuron ESB Deployment Group could be assigned either Primary or Failover roles which allowed failed 

workflows to automatically rollover onto available servers and start where they left off, providing both 

resiliency and reliability for mission critical functions. 

http://www.neuronesb.com/support/downloads/neuron36/NeuronChangeLog.pdf
http://www.neuronesb.com/support/downloads/neuron36/NeuronChangeLog.pdf


 

Neuron ESB Availability Groups ς In Neuron ESB 3.5, Availability Groups provide isolated high availability clustered hosting for 
Neuron ESB Workflows. Servers can be defined for load balancing Workflow execution as well as dedicated failover. 

Users could create any number of Availability Groups which in turn would be assigned to any number of 

Workflow Endpoints. Availability Groups were isolated into their own process space and executed as 

child processes (hosts) of the Neuron ESB Runtime service. If a fatal error occurred that caused an 

Availability Group host to fail, the Neuron ESB Runtime service could restart the Availability Group on 

the same server, or on a different server assigned the Failover role.  

Endpoint Hosts 

Lƴ bŜǳǊƻƴ 9{. оΦсΣ ǿŜΩǾŜ ǊŜŦŀŎǘƻǊŜŘ ŀƴŘ ŜȄǘŜƴŘŜŘ !Ǿŀƛƭŀōƛƭƛǘȅ DǊƻǳǇǎ ǘƻ ŀƭƭƻǿ them to host Adapter 

and Service Endpoints. As a result, Availability Groups have been renamed to Endpoint Hosts and have 

taken on a new and expanded role within Neuron ESB. 

Endpoint Hosts can be used to: 

¶ Host a single endpoint 

¶ Facilitate Microservice deployment 

¶ Host multiple endpoints of the same type (i.e. Adapter, Service or Workflow)  

¶ Host multiple endpoint of different types (i.e. Adapter, Service or Workflow)  

¶ Host endpoints under a unique service account (different from that of the Neuron ESB Runtime 

service) 

¶ Isolate endpoints for system wide fault tolerance 

¶ Reduce memory utilization 



¶ Scale processing power 

In previous versions of Neuron ESB, every Adapter and Service endpoint competed for the CPU 

processing of a single executable (i.e. esbservice.exe). Other competitors for those processing cycles and 

ǘƘǊŜŀŘǎ ƛƴŎƭǳŘŜŘ bŜǳǊƻƴ 9{.Ωǎ ƻǿƴ ƛƴǘŜǊƴŀƭ ǎŜǊǾƛŎŜǎΣ ǿƘƛŎƘ ǿƻǳƭŘ ǎƻƳŜǘƛƳŜǎ ǘŀƪŜ ǇǊŜŎŜŘŜƴǘΦ Lƴ ǎƻƳŜ 

cases, either an internal service or a specific endpoint could consume the majority of processing cycles, 

leaving other endpoints waiting for available threads to be returned to the pool before being allowed to 

service requests. Additionally, even though all endpoints and internal services were encapsulated in 

their own .NET AppDomain, it did not preclude the possibility that one misbehaving Business Process, 

Adapter Endpoint or, custom code writing by a customer could crash the Neuron ESB Runtime process 

(i.e. esbsevice.exe). 

Endpoint Hosts relieves these issues as each runs as an isolated process (i.e. NeuronEndpointHost.exe), 

with its own allocation of resources and threads. Using Endpoint Hosts, endpoints can be isolated into 

discreet, lightweight processes and deployed across multiple machines. 

 

Neuron ESB 3.6 Hosting Model ς All Adapter, Service and Workflow Endpoints can now be hosted in dedicated hosts named 

ά9ƴŘǇƻƛƴǘ Iƻǎǘέ όƛΦŜΦ bŜǳǊƻƴ9ƴŘǇƻƛƴǘIƻǎǘΦŜȄŜύΦ !ƭƭ ƛƴǘŜǊƴŀƭ ǎŜǊǾƛŎŜǎ ŀƴŘ aŜǎǎŀƎƛƴƎ ǎŜǊǾƛŎŜǎ ŀǊŜ ƛǎƻƭŀǘŜŘ ƛƴ Φb9¢ !ǇǇ 5ƻƳŀƛƴǎ 

and hosted in the Neuron ESB runtime (i.e. esbservice.exe).  

In Neuron ESB 3.6, Endpoint Hosts are more lightweight than their immediate predecessor, Availability 

Groups. Their executable has renamed and the communication mechanism and been changed to use an 

HTTP based API (default port 51004 can be changed in appSettings). Additionally, endpoints using this 

hosting model are no longer encapsulated in .NET AppDomains.  



NOTE: By default, all new endpoints will run in the Neuron ESB Runtime service unless they are specifically 

ŀǎǎƛƎƴŜŘ ǘƻ ŀƴ 9ƴŘǇƻƛƴǘ Iƻǎǘ ǳǎƛƴƎ ǘƘŜ ά9ƴŘǇƻƛƴǘ Iƻǎǘέ ǇǊƻǇŜǊǘȅ ƭƻŎŀǘŜŘ ƻƴ ǘƘŜƛǊ ǊŜǎǇŜŎǘƛǾŜ ¦L 

configuration screens. However, if migrating a solution saved in a previous version of Neuron ESB, those 

endpoints will automatically be assigned to run in the new Endpoint Host environment.  

Monitoring  

Neuron ESB Endpoint Health has been refactored to accommodate real time activity monitoring for the 

Endpoint Host environment as well as the different endpoints that they host. The new user interface 

provides users the ability to group and sort, and now lists all machines in the selected deployment 

group.  

 

Neuron ESB Endpoint Health ς Real time monitoring of both Neuron ESB Messaging and Workflow. Endpoint Hosts (child 

process) and their Endpoints can be stopped and started from here. Real time activity of Endpoints can be monitored. 

The Neuron ESB Endpoint Health interface has a scalable horizontal divider, separating Neuron ESB 

Messaging entities such as Topics, Adapter and Service Endpoints that are hosted in the Neuron ESB 

Runtime service from those hosted in the Endpoint Host environment. A context menu is exposed at the 

entity level that allows users to restart any selected endpoint or Endpoint Host.  

Security 

Neuron ESB has always provided options for managing runtime security. In previous versions of Neuron 

ESB, the Neuron ESB Runtime could be set to run under the context of a specific Windows local user or 

ŘƻƳŀƛƴ ŀŎŎƻǳƴǘΣ ǇǊƻǾƛŘƛƴƎ ƛǘ ƘŀŘ ǘƘŜ ƴŜŎŜǎǎŀǊȅ ǇŜǊƳƛǎǎƛƻƴǎ ŀƴŘ ǿŀǎ ƎǊŀƴǘŜŘ ǘƘŜ ά[ƻƎ ƻƴ ŀǎ ŀ {ŜǊǾƛŎŜέ 

right. Any service or endpoint hosted by the Neuron ESB Runtime would essentially inherit that security 

context during execution. If an Availability Group was created, it would inherit those same credentials. 

Unfortunately, this meant that there was no way to run a given Workflow Endpoint under a set of 



ŎǊŜŘŜƴǘƛŀƭǎ ƻǘƘŜǊ ǘƘƻǎŜ ǎŜǘ ŀǘ ǘƘŜ bŜǳǊƻƴ 9{. wǳƴǘƛƳŜ ƭŜǾŜƭΦ hƴƭȅ !ŘŀǇǘŜǊ 9ƴŘǇƻƛƴǘǎ ƘŀŘ ŀ άwǳƴ !ǎέ 

option which allowed users to specify an alternate set of credentials for an Adapter Endpoint to use at 

runtime.  

bh¢9Υ wŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ ŎƘŀƴƎƛƴƎ ǘƘŜ bŜǳǊƻƴ 9{. wǳƴǘƛƳŜ ǎŜǊǾƛŎŜ ŀŎŎƻǳƴǘ Ŏŀƴ ōŜ ŦƻǳƴŘ ƛƴ ǘƘŜ άNeuron 

ESB Runtime - Running under User Accountέ ǎŜŎǘƛƻƴ ƻŦ ǘƘŜ wŜŀŘƳŜΦƘǘƳƭ ŘƻŎǳƳŜƴǘ ƛƴǎǘŀƭƭŜŘ ƛƴ ǘƘŜ 

default location of the Neuron ESB installation folder. 

 

 
Microsoft Windows Service Control Manager ς Displays the Neuron ESB Runtime service set to use the Local System Account 

credentials. 

We modified this capability in Neuron ESB 3.6, introducing a Run As option at the Endpoint Host level. 

Unlike the service account used for the Neuron ESB Runtime service, these credentials do not require 

ǘƘŜ ά[ƻƎ ƻƴ ŀǎ ŀ {ŜǊǾƛŎŜέ ǊƛƎƘǘΦ IƻǿŜǾŜǊΣ ŀƭƭ ƻǘƘŜǊ ŎŀǾŜŀǘǎ ǘƘŀǘ ŀǇǇƭȅ ǘƻ ǘƘŜ bŜǳǊƻƴ 9{. ǊǳƴǘƛƳŜ ǎŜǊǾƛŎŜ 

account apply to the Endpoint Host credentials as well. Using Neuron ESB 3.6, users can create the 

appropriate Windows Credential by navigating to Security->Authentication->Credentials within the 

Neuron ESB Explorer. Once created, this credential will appear as an account that can be assigned to an 

Endpoint Host via its Run As property. 



 
Neuron ESB Explorer ς Endpoint Host ς Run As property can be set with a Windows Credential stored in the Security repository of 

the Neuron ESB solution. The Endpoint Host will run under the credentials context at runtime. 

The Run As capability for Endpoint Hosts functions much like the Run As for Adapter Endpoints. 

Everything executing in the Endpoint Host process space will execute under the context of the Run As 

credential. That means any resource that the endpoint, its underlying Party or Business Processes access 

will be under the context of the assigned credential. Essentially this provides the ability to change the 

security context at the endpoint level or for a group of endpoints, regardless of their type (i.e. Adapter, 

Service or Workflow). 

Memory Consumption 

While developing the new hosting model for Neuron ESB 3.6, we took the opportunity to reevaluate the 

memory utilization footprint of both the Neuron ESB Runtime and Endpoint Host. Historically, the 

Neuron ESB Runtime made liberal use of memory to enhance execution time. It also provided the 

configuration and document repositories as in memory objects that could be retrieved and manipulated 

at runtime, by developers as well as internal Neuron ESB services. But there was a price, especially due 

ǘƻ ƻǳǊ ǳǎŀƎŜ ƻŦ Φb9¢ !ǇǇ5ƻƳŀƛƴǎΦ Lǘ ǿŀǎƴΩǘ ǳƴǳǎǳŀƭ ǿƘŜǊŜ ƭŀǊƎŜ ǎƻƭǳǘƛƻƴǎ ǿƛǘƘ мллΩǎ ƻŦ .ǳǎƛƴŜǎǎ 

Processes, 100s of Service Endpoints and 100s of Adapter Endpoints could easily consume 10+ Gigabytes 

of Working Set memory on startup.   

In Neuron ESB 3.6, we completely changed how we manage and share configuration objects internally as 

well as shared resources. Users will find that solutions which required 10+ gigabytes of memory on 

startup, will consume anywhere from 2X to 5X less memory.  



We tested this with a large solution, containing almost 200 Adapter Endpoints. We chose Adapter 

Endpoints as they tend to consume more memory than Service or Workflow Endpoints due to the 

proprietary assemblies that must be loaded with each one. Additionally, the solution contained a couple 

of hundred large Business Processes, 50 Topics, several Service Endpoints and other Neuron specific 

entities. When this solution was loaded and started in Neuron ESB 3.5.4, it consumed over 11 gigabytes 

of Working Set memory and took several minutes to startup. 

We migrated the solution to Neuron ESB 3.6. We assigned all the Service and Adapter Endpoints to a 

single Endpoint Host. The Neuron ESB Runtime was relegated to Messaging Publishing Services (i.e. 

Topics) and our internal services. A noted observation was the startup time. The entire solution took less 

than 1 minute to startup, whereas under Neuron ESB 3.5, several minutes was required. 

 

Neuron ESB Explorer ς Endpoint Health in 3.6 ς Endpoint Health screen showing 52 started Topics, 176 started Adapter 

Endpoints, 6 started Client Connectors, 3 started Service Connectors and 1 started Workflow. This solution also included 212 

Business Processes. Total startup time was approximately 1 minute. 

Once the solution was completely started in Neuron ESB 3.6, we noticed a significant reduction in the 

Working Set memory. By default, an Endpoint Host startup memory footprint is just under 200 MB of 

memory (no endpoints assigned). The total combined Working Set memory of the Neuron ESB Runtime 

and Endpoint Host was under 2.3 gigabytes. This represents about a 5X improvement in memory 

utilization. 



 

 

Windows Resource Monitor ς Displays CUP and Memory statistics of the Neuron ESB Runtime (ESBService.exe) and the Endpoint 

Host (NeuronEndpointHost.exe) after startup.  

Adapters/Connectors  

Adapters are a key piece of capability in the world of an integration broker. They serve as the bridge to 

and from the bus between applications, databases, transports and protocols.  The completeness of 

άǿƘŀǘέ ȅƻǳ ǎƘƛǇ ŀǎ ǿŜƭƭ ŀǎ Ƙƻǿ Ŝŀǎȅ ƛǘ ƛǎ ŦƻǊ ƻǘƘŜǊǎ ǘƻ ōǳƛƭŘ ǘƘŜƛǊ ƻǿƴ ŀŘŀǇǘŜǊǎ ƛǎ ŎǊƛǘƛŎŀƭ ƛƴ ŀŎŎŜƭŜǊŀǘƛƴƎ 

the development of any solution. Not only is Neuron ESB one of the easiest adapter frameworks to learn 

in the industry, it also has pre-built adapters for most commodity transports, queuing technologies, 

databases and on-premise/cloud applications. Staying true to our roots, several changes have been 

introduced in this release to make connectivity easier, more intuitive as well as performant. 

Self-Registration  

In previous versions of Neuron ESB, users had to go through multiple steps before they could use an 

adapter. The first step was to manually register the adapter followed by creating an Adapter Endpoint 

that could be used to interact with their system of choice. Starting with version 3.6 of Neuron ESB, all 

.NET based adapters, either shipped with or custom developed, are dynamically registered. There is no 

longer a need to register individual adapters before creating Adapter Endpoints. As part of this effort, 

we took the opportunity to rename the adapters shipped with Neuron ESB to more closely align them 

with their respective technologies. When migrating from previous versions, users must open their 

existing solution using the 3.6 version of the Neuron ESB Explorer. The Neuron ESB Explorer will 

automatically update the adapter names used in any existing Adapter Endpoints. Any existing registered 

adapters will be removed from the solution, as they are no longer needed. For reference, names of the 

Adapters prior to the 3.6 release, as well as their corresponding updated names are listed in the table 

below. 


