Neuron 3.7.5.835

Runtime

FIX — Null Exception Thrown on Startup of Adapter Endpoints/Service Connectors — The master control
proxy would be null when starting adapter endpoints that are set to an uninitialized state. For example,
any Adapter Endpoint that is in Subscriber or Query mode by has the processing mode to None.

FIX — Null Exception Thrown on Shutdown of Adapter Endpoints/Service Connectors — This could occur if
there are endpoints with a state of uninitialized. Since these were never started, their internal ID would
be null.

MOD — Neuron ESB and Peregrine Connect libraries — these are now digitally signed.

FIX — Missing Database would stop ESB Service startup — If a database was not configured for a solution,
the ESB Service would fail to start.

Business Processes

FIX — Parallel Process Step - If a process contains a parallel step and an object is added to
context.Properties that is not a value, enum, or string type or it does not inherit from [Enumerable or
ICollection, or it is not from the namespace System.Collections.Generic, the parallel step would fail while
cloning the PipelineContext if any property of the object did not have a getter and setter, or if a getter
or setter threw an exception.

FIX — Parallel Process Step - If a process contained a foreach loop with a parallel step inside, or a loop
with a parallel step inside that used/added objects to the context.Properties dictionary, memory usage
and the size of the context.Properties dictionary would rise exponentially on each execution of the
parallel step.

This fix changes the behavior of the parallel step in regards to the context.Properties dictionary. Before,
each branch of a parallel step would copy its own context.Properties to the processes'
context.Properties at the end of the parallel step's execution for each time that same parallel step was
executed in the Process. The parallel step generated unique entries in the context.Properties for each
execution of that parallel step (per branch) within the same instance of a process (note: the parallel step
must be in a loop to be executed more than once in the same instance of a process). Having unique
entries would allow users to grab the context.Properties from each branch from each execution of the
loop.

Now the behavior is that the context.Properties entry for each parallel branch will be overwritten on
each iteration of the loop unless a unique key is given to the context.Properties entry on each iteration
of the loop for each branch. Giving a unique key per branch per loop iteration, however, will likely lead
to the same issue that this behavior change fixes so it is highly discouraged.

This means users should use the context.Properties entry that was created in a parallel branch before
the next iteration of a loop if they do not give the context.Properties entry (that was created in a parallel



branch) a unique key on each iteration for each branch (which again is highly discouraged). It also means
that after the end of the loop's execution, there will not be a unique entry in the context.Properties for
each branch for each loop iteration, but rather just the last loop iteration's context.Properties from each
parallel branch.

This is a reminder that the context.Properties key for each parallel branch after execution of the parallel
step is of the form <Branch Name>.<context.Property Key from the branch>. Also, any
context.Properties that exist before executing a parallel step are copied to each branch's
context.Properties and will be copied back to the original context.Properties after the execution of the
parallel step as <Branch Name>.<context.Property Key>.

Furthermore, each branch of each parallel step within a process should be uniquely named. Otherwise
if, for example, there are 2 or more parallel steps within a process and for parallel step 1, branch 1 is
named "branch" and parallel step 1 branch 2 is named "new branch", and for parallel step 2 branch 1 is
named "branch" and parallel step 2 branch 2 is named "new branch", the resulting context.Properties of
parallel step 1 could be overwritten by parallel step 2's resulting context.Properties if they have the
same key.

FIX — Logging would fail - The log object was not being set for the Pipelinelnstance object for Parallel
process steps. This meant that context.Instance.Trace* methods would not log anything when used in a
parallel branch.

FIX — Parallel Process Step - The Parallel process step would throw an exception if an object was added
to the context.Properties collection and that object did not have a parameter-less constructor or if that
object contained a StringBuilder type field.

FIX — Looping and “Turn off Tracking” - Fixed issue with the "Turn Off Tracking" property on the looping
process steps — For, For Each and While. The value of this property is supposed to be passed to all steps
contained within the loop. It was discovered that the property value was not passed to steps that are
further contained in a Decision, Parallel, Execute Process, Exception, Timeout, Transaction, Lock or Retry
step (i.e. a Decision step inside a For Each step). This issue would cause the ExecutionPath message
header to become extremely large which could potentially cause issues when publishing the message to
RabbitMQ topics, resulting in an error like:

ERROR - Unexpected Shutdown event from RabbitMQ for 'Opera Publisher' Party on Topic
'GenerallLedger'. Initiating source = Peer; Reply Code = 501; Reason = FRAME_ERROR - type 2, all
octets = <<>>: {frame_too_large,251620,131064}

Neuron 3.7.5.822

Adapters

FIX - Salesforce Adapter - When receiving events with the Streaming API function, “Unknown Client”
errors could occasionally be received from Salesforce during the Bayou protocol handshake. The errors
would be reported in the log files as this:



"advice": {
"interval": 0,
"reconnect": "handshake"

|8

"channel": "/meta/connect",
||id||: ||350H’

"error": "403::Unknown client",
"successful": false

}

The connection logic has been modified to recover from these errors.

FIX - Salesforce Adapter — When using the Streaming API function, if the attempt to retrieve an OAuth
token failed, an error would be logged but the adapter endpoint would still be shown in a started state.
This has been fixed so that the adapter endpoint would exit to a failed state.

Workflow

FIX - Workflows could get into a bad state when a user Aborts an unloaded workflow, then tries to
perform another operation on the aborted workflow (e.g. cancelling, restarting, etc.). This would result
in being unable to delete a workflow completely from the database, which in turn could affect
correlation functionality.

FIX - Trying to perform an operation on a workflow in workflow tracking when the workflow endpoint
and endpoint host were not running on the local machine (i.e. failover setup) would result in a Key Not
Found exception popup in Neuron Explorer. This would cause the operation to not be performed.

FIX - Correlated Workflows would not work properly if “Enable tracking workflow activity execution” was
disabled on the Workflow Endpoint’s settings.

FIX — Serialization Error in Workflow Tracking - If a workflow definition contained an execute process
activity, and the process that the activity uses threw an error that caused the process to fail, the
workflow would not be able to be opened in Workflow Tracking in Neuron Explorer due to a serialization
exception.

Logging
FIX - If a user has a single instance adapter endpoint, when they failover a new log file would be created
if the endpoint eventually failed over back to the original Neuron Instance. Rather, the log file the

endpoint was using before failing over should be reused.

FIX - Endpoint Host failover could result in multiple Endpoint Manager logs being created rather than
reusing an existing one.

FIX - If a user has a single instance adapter endpoint that will fail and shutdown on startup (i.e. an ODBC
adapter set to stop polling on error with a bad stored proc name), it would keep trying to startup
without failing over if the failover adapter instance had not attempted to start at least once. This would
cause many entries in the Master Service log.



FIX — Log Format String Errors - There were some cases where the logging of an error would use a bad
format string causing the logged error to be wrapped in a log4net error similar to "Exception during
StringFormat: Input string was not in a correct format."

Database
NEW - Feature: Neuron Explorer will now apply any Patch sql scripts in the Databases screen when
Test/Create is clicked.

Health Monitoring

FIX - Restarting endpoint hosts in Endpoint Health did not work properly if there was a failover server
involved. This could result in endpoint hosts not failing over properly and endpoint hosts reporting as
stopped when they are still running.

FIX — Timeouts and Lock ups — In some cases when calling functions on either an Endpoint Host or
Endpoint, such as Restart, Stop or Clear Errors and Warnings, the Ul may appear to lockup and the
attempted action may timeout after 1 minute. This was due to the calls being synchronous in nature.
These have been changed to Asynchronous calls.

FIX — Clear Errors and Warnings would fail — The Clear Panel toolbar button and the Clear Errors and
Warnings shut cut menu would not work on either an Endpoint Host or any endpoints hosted by and
Endpoint Host.

NEW - Added "Shutdown" Option to Endpoint Health — This new service state has been added for when
a user stops an endpoint or endpoint host from Endpoint Health. This state means the endpoint, if in
Single Instance mode, or endpoint host, if it has a failover server, will not monitor for failover until it is
restarted from endpoint health or the ESB service is restarted.

FIX — Rabbit MQ Monitoring - The RabbitMQ/AMQP management client would send requests without
authorization first, then only after a 400 status code was returned woud it use the authorization. This
didn't cause any error within Neuron but could be noticed in the RabbitMQ Server's management api
logs if they were enabled.

Runtime

FIX - Endpoint Host — If the endpoint host experienced an unhandled exception, an error would be
logged but the host would not shut down. Now, when an unhandled exception is thrown by the
endpoint host, all endpoints will be shut down and then the endpoint host will shut down into a failed
state.

FIX — System.Timeout Exceptions for Master Control and Management Service — Users could experience
continuous System.Timeout exceptions after 1 minute from the Heartbeat calls and Report Client
Statistics calls that each endpoint makes to the internal Management and Master Control Service. This
could happen if the database became unavailable for a length of time exceeding 1 minute. The
underlying cause is the database connectivity, but database errors by default would not be recorded for
up to 11 or 12 minutes due to internal retries. During that time period all endpoint calls which happen
approx every 15 seconds would fail after 1 minute with a System Timeout Exception. With a large



number of endpoints, this could cause a cascade effect causing TCP topics and other service calls to fail
due to socket exhaustion. After several failed heartbeats, the default behavior of the endpoints and
Endpoint Hosts is to shut down. Previously, the only way to recover once database connectivity is
restored is to restart the Endpoint Host via Endpoint Health.

This behavior has been changed. The periodic calls into our Management and Master Control service are
now datagram and async. If there is a database outage, the errors are now reported immediately. Also,
if the database connectivity fails, endpoints and Endpoint Hosts will not stop but continue in a Started
state and continue processing messages.

Warnings similar to the ones below would appear in the log files of the Endpoints and Endpoint Hosts as
well as the Neuron ESB Event Log.

2024-01-02 12:38:49.742-06:00 [49] WARN - A problem occurred while reporting the client stats for the
'Publish.Compare.SalesReport' Party. Exception : System.TimeoutException: This request operation sent
to net.tcp://localhost:50000/DEFAULT/ESBManagementService/ did not receive a reply within the
configured timeout (00:01:00). The time allotted to this operation may have been a portion of a longer
timeout. This may be because the service is still processing the operation or because the service was
unable to send a reply message. Please consider increasing the operation timeout (by casting the
channel/proxy to IContextChannel and setting the OperationTimeout property) and ensure that the
service is able to connect to the client.

2023-12-19 07:16:23.959+01:00 [10] WARN - Failed to send status of 'Finance.Transport.Sap' endpoint to
master control service: System.TimeoutException: The open operation did not complete within the
allotted timeout of 00:01:00. The time allotted to this operation may have been a portion of a longer
timeout. ---> System.TimeoutException: The socket transfer timed out after 00:00:59.9990073. You have
exceeded the timeout set on your binding. The time allotted to this operation may have been a portion of
a longer timeout. ---> System.Net.Sockets.SocketException: A connection attempt failed because the
connected party did not properly respond after a period of time, or established connection failed because
connected host has failed to respond

2023-12-19 07:02:23.015+01:00 [58] WARN - Endpoint Host ‘Neuron Default Host’ heartbeat has failed.
System.TimeoutException: This request operation sent to net.tcp:// localhost:50004/MasterControl/ did
not receive a reply within the configured timeout (00:01:00). The time allotted to this operation may
have been a portion of a longer timeout. This may be because the service is still processing the operation
or because the service was unable to send a reply message. Please consider increasing the operation
timeout (by casting the channel/proxy to IContextChannel and setting the OperationTimeout property)
and ensure that the service is able to connect to the client.

2023-12-19 07:14:27.843+01:00 [871] WARN - Failed to send status of 'ManagementService' endpoint to
master control service: System.TimeoutException: This request operation sent to
net.tcp://localhost:50004/MasterControl/ did not receive a reply within the configured timeout
(00:01:00). The time allotted to this operation may have been a portion of a longer timeout. This may be
because the service is still processing the operation or because the service was unable to send a reply
message. Please consider increasing the operation timeout (by casting the channel/proxy to
IContextChannel and setting the OperationTimeout property) and ensure that the service is able to
connect to the client.



2023-12-19 07:13:33.330+01:00 [1063] WARN - Send or Ping resulted in CommunicationException. The
connection to the client endpoint is faulted or closed. This can result from the client failing to perform a
clean disconnect or the server is in the process of removing the client from the pool. Party
File.Subscriber.Party, Topic FileProcessing, Session 909a29a4-b2c3-494d-9e9e-40achb514866, Url
net.tcp://localhost:61030/ESBTcpPubSubClient/909a29a4-b2c3-494d-9e9e-40acbb514866, Exception :
The socket connection was aborted. This could be caused by an error processing your message or a
receive timeout being exceeded by the remote host, or an underlying network resource issue. Local
socket timeout was '00:01:00".

FIX — Single Instance restart loop on failed restart - If an endpoint was marked as single instance and it
failed during startup (causing it to shutdown), the endpoint would keep restarting.

FIX — Single Instance restart loop on database failure - If an endpoint was marked as single instance and
the database went down, the endpoint would keep restarting.

FIX — Single Instance Endpoints inconsistent between runtimes - The behavior of single instance
endpoints was not consistent between ESBService hosted and Endpoint Host hosted endpoints. Now
they are the same.

FIX — Endpoint Host startup in cluster - In some cases, if multiple Neuron servers are present and used
for clustering (setup for primary and failover for endpoint hosts) the failover server could startup the
endpoint host during server startup even though it started on the primary servers.

Neuron 3.7.5.809

Adapters

FIX - AlphaTrust, Box, Dropbox, Dynamics CRM Web API, HubSpot, NetSuite Rest, Salesforce Rest and
ServiceNow Adapters — The value for the send timeout property was ignored when calling the API’s of
the target systems, incorrectly resulting in a timeout of 60 seconds.

FIX - File Adapter - fixed inconsistency with file locking in publish mode. Binary files stayed locked until
after the message is published while the lock on a non-binary files would be released before the
message was published. Both file types will now retain their exclusive lock on a file until after it is
published.

MOD - Rest Adapter - Added support for certificate authentication.

FIX — Rabbit MQ Adapter — If the Adapter loses connectivity to the Rabbit MQ server, but then later the
connectivity is restored the adapter endpoint may still report a failed status until the endpoint is
restarted.

FIX — SFTP Adapter — Timeouts could occur in Publish mode when attempting to download files when
using against Maverick SSH SFTP servers. This was due to the lack of support the server had for opening
multiple SFTP Sessions.



FIX — SFTP Adapter - If a network error occurred during the sending of a file, the error message may not
be recorded, and it may look like the message was sent successfully.

FIX - Dynamics 365 Web API Adapter - fixed issue when generating schemas for certain categories. User
would get an error similar to "Unable to find component
"#/components/schemas/Microsoft.Dynamics.CRM.product".

Topics

FIX — Poison Message Exchange — When using the Non Blocking Poison Message Exchange, if a user
makes a change to an endpoint associated with a Party, upon saving the change, the internal routing key
used by the Poison Message Exchange Handler to route the failed message back to the source party
would be removed. The result would be a lost message and no redelivery.

Services

FIX — Client and Service Connectors - If the endpoint loses connectivity to the Rabbit MQ server, but
then later the connectivity is restored the adapter endpoint may still report a failed status until the
endpoint is restarted.

Business Processes

FIX — Execute Process Step throws Delegate Exception - If a process utilized the ExecuteProcess step and
the process being called by the ExecuteProcess step contained a step that can have child steps, an
exception would be thrown when testing the process in Neuron Explorer. The Exception would cause
the process to abort with message "Aborted: Neuron.Pipelines.PipelineException: Delegate to an

instance method cannot have null 'this'.

FIX - Flat File to XML Process Step - When a file that has both a row with column names and rows to
ignore, the flat file wizard would not apply the logic for both when importing a file. Now, it is assumed
that the lines to ignore come before the line containing the column names.

FIX - Flat File to XML Process Step - Fixed regression from changeset 10583. When selecting a file with
column header names, switching between columns on the Set Column Details page would cause the
header row to be displayed twice.

FIX - Flat File to XML Process Step - When importing a delimited file into the wizard, a max size was
calculated and making every row the same size. This would unnecessarily add extra spaces to the last
field in each row, causing issues when setting a quote character for the last field.

Workflow Tracking
FIX - The "View Message" context menu item was not displaying in workflow tracking on activities that
use the Message argument.

Management Suite

FIX — Workflow Commands Fail - If a machine in a Neuron ESB Deployment Group was defined by
including a fully qualified domain name, instead of a machine name, then workflow commands from the
Peregrine Management Suite would not work as expected.



Neuron Explorer

FIX — Document Repository throws Object Reference Error - An 'Object reference' error could occur
when attempting to add a record in Documents (XML Documents, Text Documents, and JSON
Documents) and Data Contracts (XML Schemas, JSON Schemas) if a blank data mapper record is saved.

Runtime
FIX - Neuron Operation service, runtime APl would throw error 'The reason phrase must not contain
new-line characters', when attempting to return runtime instance list information.

Installation

FIX — Installation fails if .NET 4.8 not installed - If .Net Framework 4.8 was not installed on machine and
the user runs the InstallNeuronESB.exe, the exe installs 4.8 framework and requests a reboot of the
machine before the installer shows any user interface to configure the installation (expected behavior).
Once the machine reboots, the Neuron installer would automatically go into the install phase without
showing any of the user interface that allows configuration of the installation so Neuron attempts to
install with default settings and no license key which would cause the installation to fail.

Scheduler

FIX — Scheduler Party Queue Not Found - If a user changes a Neuron ESB RabbitMQ based Topic, the
related Scheduler Party Queue would be deleted, but not recreated. This would cause jobs for the
scheduler to fail with the following error, if the Business Process scheduled published to a Topic.

RabbitMQ.Client.Exceptions.OperationinterruptedException: The AMQP operation was interrupted:
AMQP close-reason, initiated by Peer, code=404, text="NOT_FOUND - no queue

Neuron 3.7.5.785

Data Mapper

FIX — Concurrency Issue — When two different messages are coming in at the same time and when the
two Business Processes run the same Data Map, they could both return the same message output. This
was due to a caching bug.

Adapters

NEW — REST Adapter — Publish Mode has been added to the existing REST Adapter. Now users can
configure an Adapter Endpoint to poll an existing REST/Cloud API, passing in HTTP headers and Query
Parameters while dynamically using static, constants or Environment Variables as their values during the
polling.

MOD - Salesforce Adapter - Added support for APl versions 58.0 & 59.0

MOD - Salesforce Adapter - Added .NET 5.0 requirement for RFC 6265 path handling when using the
Streaming API. Pre-.Net 5.0, cookie paths did not conform to this standard. This was addressed by
manually setting the path on each cookie used by CometD.



FIX — Marketo Adapter - While pushing account updates to Marketo, It would work well for some time.
However, it would then start to fail with 'Access token expired or Access token invalid' unless the
adapter endpoint was restarted. Also, we are not setting the HTTP Header, ContentType, to
'application/json' only if it's not already set, as some APIs need ContentType other than
'application/json.

Business Processes
FIX — Design Time Testing of Parallel Step - The Parallel step would throw the following exception during design time
testing when a parallel step immediately follows a parallel step:

"System.Reflection.TargetParameterCountException: Parameter count mismatch"

Also, during design time testing, the Messages collection created by the branches in the first parallel step would get
discarded after the 2"d parallel step executed.

FIX — Design Time Testing of Parallel Step — Steps contained within a branch would not fire their Step Starting and
Step Ending events. In some cases, the labels for an event in a branch could point to the incorrect process step.

Neuron 3.7.5.777

Business Processes

FIX — Process Testing at Design Time — The Publish Step could throw an error at design time when testing
if the Source ID was the System Party. This could happen when using the feature that allows the user to
attach to live endpoints for testing Business Processes. Also, the process being tested would not use the
current set of Environment Variables being passed to it during the testing process.

Configuration

FIX — Configuration Monitoring — At runtime and when in the Neuron ESB Explorer, if changes were
made to the underlying solution, they would be detected, and the internal configuration would be
reloaded so those changes would be immediately available. However, both the runtime and the Neuron
ESB Explorer only monitored changes to *.xml type files. Now the following file types are monitored:

o ¥ ixt

e *json

e *adm

o *gz

o *xslt

e * xsd

e *xml

Neuron 3.7.5.773

Messaging

MOD — Creating Reply Messages — When using the Service Endpoint Process Step, reply messages would
be created without setting the source id to the current subscriber.



FIX — Rabbit MQ NON Blocking Poison Message Handling — It was possible for the number of retries to
exceed the Max Retry Cycles if processing was interrupted.

FIX — Rabbit MQ — When receiving a message, the subscriber channel will always stamp the DestID with
the existing Party ID if the DestID value is blank.

FIX — Rabbit MQ NON Blocking Poison Message Handling — If and endpoint was restarted or the host was
restarted after a message was redelivered, the retry counter would automatically be reset to Zero
because it was being maintained in memory. That is no longer the case as the retry counter is now a
persisted property with the message.

FIX - Rabbit MQ NON Blocking Poison Message Handling — There was a chance that a message could be
Nack’d and returned to the queue even if submitted to the delayed exchange.

MOD - Rabbit MQ and Blank Source ID — if the source ID of the message being received from a Rabbit
Topic is an empty string or null, we will now throw an exception.

MOD — Rabbit MQ and Resubmit of Unack’d Messages — In the course of Resubmitting unack’d
messages, if the resubmit failed, we would just log the exception. Now we also send the original
message to the Neuron Failed Audit database.

Auditing
FIX — Auditing without Body — If the Audit Message Body property was unchecked (set to False), and the
Peregrine Management Suite was being used for reporting, the Message Body would still be audited and
persisted.

Neuron 3.7.5.767

Workflow

FIX — Backup and Purge of Workflow Database taking too long - If a workflow tracking activity item had
many rows and the purge workflow tracking job ran, deleting the record could take a long time and/or
cause the SQL database to become unresponsive. Users must run the updated
"UpdateWorkflowTrackingDeletePurgePending.sql" script manually to fix the issue.

Services

FIX — Azure Oauth Policy - When azure ad b2c is used the policy is now specified in the URL path instead
of query string and policy includes the domain name/policy or user flow name. Also, the discovery URL

format and token default scope format used to get the token for testing has changed recently in OAuth
V2.0.

Neuron Explorer

FIX — Using Shortcut Link to open solution fails - Opening a solution in Neuron ESB Explorer would fail
when using a shortcut link e.g. setting the target link like so: "C:\Program Files\Peregrine\Neuron ESB
v3\DEFAULT\NeuronExplorer.exe" "C:\Users\Martin\Downloads\global_machine"



Adapters

FIX - SharePoint Adapter - Added option to not upload the ESB Message body as an attachment to a list
item. Previously the adapter automatically added the ESB Message body as an attachment. This only
affects Lists. Document and Forms libraries still automatically upload the ESB Message body.

Messaging

FIX — Poison Message Handling — Optimized the Non Blocking poison message handling so that retry
count will survive an endpoint shutdown or host shutdown. Previously retry counts and collections were
maintained in memory. Additional logging has been added. Redundant nack logging has been removed.
There was also a chance, if an error was thrown in a Business Process and NON Blocking Poison message
handling was enabled, the message could still have been Nack’d and returned to the underlying queue
when it shouldn’t have been.

Neuron 3.7.5.763

Adapters

FIX - SFTP Adapter - If the SFTP Server sent a disconnect event to the adapter during processing of files
in Publish mode, it could appear as if the polling thread had stopped, but the heartbeat thread for the
adapter would indicate that the adapter was still running. No other files would be processed in publish
mode until the adapter was restarted. This was due to the disconnect event being sent was not being
processed correctly.

Workflow

FIX — VB Code Activity and Arrays - If a user added an array to the variables tab in workflow designer and
they had a VB Code Activity, the code activity would fail due to the presence of square brackets in the
type name.

Business Processes

FIX — Lock Process Step - Fixed an issue that occurs when three or more instances of a process
containing a Lock step are executed simultaneously. One instance will start executing the steps inside
the Lock step immediately while the other instances of the process wait (expected behavior). However,
once the first instance is complete, all other waiting instances would then continue executing the steps
in the Lock step (unexpected behavior).

FIX — Copy and Paste incorrect Process IDs — Each Process Step within a Business Process is represented
by a unique ID, during a copy and past operation, the new copied Process Step would did not have a
new ID generated. This also occurred when copying a Business Process. This has been corrected.

FIX — Flat File Parser Step — Modified the internal caching logic to use the underlying ID of the Process
Step, rather than the name of the Process Step.

Neuron Runtime
FIX — Redundant calls against Configuration Service — When retrieving neuron entities or documents, if
not found in the configuration service, the call would be made an additional 5 times.



FIX — Patch Installation Script - Users would see that the assembly redirects for Newtonsoft.Json were
not the correct version after running the patch. Also, some appSettings were not getting copied over to
the new appSettings config file.

Security

FIX — Azure AD Client Oauth and Design Time Error — Several corrections have been added for handling
the differences between Azure AD Oauth v1 and v2. Also, the Ul has been augmented to provide better
error handling and guidance.

Neuron 3.7.5.747

Messaging
FIX — Rabbit MQ Topic — If a message was published with the new Files header property populated, it
would not get deserialized with the message upon receipt by the subscriber.

MOD — Rabbit MQ Topic and Client APl — If hosting the Neuron ESB Client APl in a .NET application and
subscribing to messages over a Rabbit MQ Topic using a version of Client API that is older than the
version on the Neuron ESB server, the hosted Subscriber would throw a KeyNotFoundException upon
receipt of a message.

FIX — Subscriber Not Found Exception - If a subscriber utilizing a TCP topic is added to a running solution
and that subscriber is used in an Endpoint, the subscriber would not receive messages published to the
topic until the ESB Service is restarted.

Business Processes
MOD — Edit Message Dialog — The FaultType, From and FaultTo ESB Message properties have been
added to the property grid.

FIX — Parallel Process Step - fixed issue with cloning context properties. The exception thrown was
"System.MissingMethodException: No parameterless constructor defined for this object.”. This bug was
inadvertently introduced with build 3.7.5.716.

Data Mapping
FIX— Number to Double - Number to Double conversion would not provide decimal places.

Database

FIX — Deadlocks during backup - When running the PurgeAndBackupNeuronDatabase stored proc (called
from the job created by CreateJob_PurgeArchiveNeuron.sql job creation script), if there was a lot of
workflow data to be deleted, it could cause lock escalation to occur on the workflow tables leading to
the database becoming unresponsive (causes workflows to not process).

Adapters
FIX — SAP Adapter and Connection management - When using transactions, the current connection will
automatically be closed when a COMMIT or ROLLBACK message is sent to SAP.



FIX — ActiveMQ Adapter fails to reconnect — If an exception occurred on the connection to Active MQ,
the adapter could fail to reconnect if the first attempt to reconnect encountered an exception.

Neuron Explorer

FIX — Schema Generation throws null exception - when creating a schema using the Meta Generation
Wizard, if a user clicks on another schema object, a null exception may be raised when we check
dependencies.

Neuron 3.7.5.738

Business Processes
FIX — HTTP Client Utility Ul issue- The save and cancel buttons would be forced out of view when the swagger drop
down was shown.

MOD - Thrown Exception from Code Step and Line Numbers — Testing a business process that throws an error within
a C# step or C# class will now record the correct line number in the PipelineException class property and report it
correctly in the Ul.

Adapters
FIX — Not populating Metadata — If all database or ODBC adapters, if the adapter was placed in Query mode, the meta
data for the adapter would not be returned in the header properties.

FIX — Metadata Generation Wizard — Connection string properties were not dynamic and displayed in the incorrect
order.

Neuron 3.7.5.721

Business Processes

FIX — Adapter Endpoint process step - if a user renamed an adapter or service endpoint and then
attempted to run a process that used either the Adapter Endpoint or Service Endpoint process step
configured with the old name of the endpoint, it would throw a generic key not found error.

FIX — Service Endpoint Process step step - if a user renamed an adapter or service endpoint and then
attempted to run a process that used either the Adapter Endpoint or Service Endpoint process step
configured with the old name of the endpoint, it would throw a generic key not found error.

Adapters
FIX — ODBC Adapter SQL Injection - Updated SQL Injection code to improve handling of checking special
keywords. Also to avoid checking keywords in case of parameters are used for batch size 1 query.

Neuron 3.7.5.716

Adapters
MOD — FTP/FTPS/SFTP — All Xceed libraries have been updated to the latest version (7.1 ) from 6.9.



Workflow

FIX — Correlation Set not set to null - If a user has a Publish Message activity in a workflow and the user
opens the Correlation Set editor on the Workflow Designer for the activity, then saves an empty
correlation set, the correlation set would no longer be set to null in the saved activity. This caused an
issue with starting multiple workflows in certain cases (whether concurrent or not) due to the workflow
endpoint thinking there was a correlated message that could possibly correlate to the endpoint.

FIX — Setting Workflow Variable to ESB Message raises error — If a user attempted to set a variable to
type ESB Message an error would occur. Under the type dropdown for variables, two ESB Message
types appear. When either is selected, an error would be shown.

Messaging

MOD — Rabbit MQ Client — Rabbit MQ client library has been updated from 6.4 to 6.5. Along with that
System.Threading.Channels.dll was also upgraded to 7.x from 4.x. System.Memory redirects have been
updated from 4.0.1.1 t0 4.0.1.2.

MOD — Rabbit MQ and Time to Live — Time to Live is now supported for Quorum Queues IF the version
of Rabbit MQ Server is 10 or higher.

MOD — Rabbit MQ and Erlang Installers — The Neuron ESB Installation has been updated to support
Erlang version 26.0.2 (from 23.0.1) and Rabbit MQ version 3.12.2 (from 3.8.5).

FIX — Non-Blocking Poison Message Handling — Previously if an exception occurred, the resubmitted
poison message was forwarded to the original topic, causing all eligible subscribers to receive the poison
message for reprocessing, rather than the original Party that threw the exception.

NEW — Conditions on Subscriptions — Having conditions on a Party’s subscription to a Topic or subtopic is
now supported. This is evaluated on the subscriber side before processing.

Business Processes

FIX - Parallel Process Step - instances of complex objects saved as context properties were not deep
copied when a copy of the context was created for each parallel branch. This affected the use of the
Push and Pop process steps as well, if the first Push step was used before the parallel step.

FIX — Edit Test Message Dialog - Switching body formats using the radio buttons would not be reflected
in the property grid. Also, in some cases when loading binary messages from external locations, the
binary flag would not be propagated to the property grid. if using a binary message, if the user tested it
again....it would still be the binary message, but the body type would be marked as xml.

FIX — Edit Test Message Dialog — When selecting the context menu “Load from Repository”, the contents
of the body selected would only appear if the message window was set to a different body type than
that selected.



FIX — Edit Test Message Dialog - When selecting the context menu “Load from Repository”, clicking ok
for Import Document button would not import the document. Users would have to double click on the
item for it to be selected and returned.

FIX — HTTP Client Utility - if a user opened the Http Client Utility designer to make changes, but did not
change the Body Type, the designer would automatically change the Body Type to Raw when the user
saved the changes.

Monitoring
FIX — Export to Excel for Workflow Tracking — Attempting to export the Workflow Tracking as an Excel
document would throw an error.

Neuron Explorer

FIX — Unhandled exception when upgrading a solution - If a user opened a solution created in an earlier
version of Neuron, opened a code step that was on an existing business process and then opened the
references dialog box and then hit OK to close, an unhandled exception could occur. Usually this was
due to redirects in the new Neuron Explorer.

FIX — Dependency check for Business Process throws Exception - when checking dependencies, if a
workflow endpoint was not configured with a subscriber, an unhandled exception would be thrown.

FIX — Ul Layout Issues — Fixed several Ul layout issues in Neuron Explorer including issues when Windows
Scaling is set to over 100 percent.

Data Mapping
FIX — Null value assignment throws exception — An exception would be thrown if a null value was
assigned to any number field for a JSON target document.

FIX — DateTime Validation — When using simple date formats, an invalid date could be generated rather
than an error.

FIX — Data Mapper Process Step fails to throw exception — if an error occurred during the generation of
transform, the process step did not throw the error back to the user.

Neuron 3.7.5.687

Topics

MOD — Rabbit MQ Poison Message Handling - When using non blocking poison message handling, a
message submitted to the delayed exchange for retries will now have the Destination ID set to the name
of the Party submitting the message. This will ensure that when the message is redelivered by the
exchange for retry, other eligible subscribers to the topic will discard the message if the Destination ID
does not match their Party name. Previously, all subscribers to the topic would receive the failed
message on retry, regardless of whether they were the party that generated the processing error that
caused the retry.



Business Processes
FIX — Edit Message Test dialog — When selecting either the Load ESB Message, Load From Repository or
Load from File option from the shortcut context menu, the message body was not getting set within the
main message viewer.

FIX — Edit Message Test dialog — When trying to load an ESB Message that lacked the HTTP Content Type
property, and Object reference not set to an instance of an object exception would be thrown.

FIX — Testing Business Process could crash Explorer — When a user tests a Business Process (not DEBUG
mode) and sets breakpoints a crash of the Neuron ESB Explorer could occur if the user attempts to
continue past the breakpoint by pressing either the F5 or F11 function key. This has been corrected.
Pressing either key after the start of the test and when on a breakpoint will cause the test to continue to
the next breakpoint.

Neuron 3.7.5.685

Business Processes

FIX - Neuron Explorer and Impartial Configuration after Save - After a user creates an initial solution and
hits save for the first time, the Zone object and other dependencies are still not added to the active
configuration currently loaded in the Neuron ESB Explorer. Hence if a user clicked the Attach to
Endpoint toolbar button in the Process Designer, they would receive a null exception. Now we reload
the solution after the initial save to ensure consistency.

FIX — Attach to Endpoint continues to poll status - After the Attach to Endpoint form was closed, timers
would still be firing in memory that continually queried the control service. This has been corrected.

FIX — Process Test throw Unhandled Exception - If master control service threw an error due to an
impartial configuration being loaded in the Neuron ESB Explorer, an unhandled exception would be
thrown.

FIX — Message Viewer for Testing — Could throw unhandled exception if switching from binary to Text or
anything to Binary for the body format.

FIX — Data Mapper Process Step — would fail during design testing due to incorrect URL for service

FIX — Debug Fails — Pressing the Debug option for testing would result in a failure message: an error

occurred with your process
Neuron 3.7.5.674

Topics
MOD — Rabbit MQ Topic — When starting, Neuron will now log creation of Exchanges and Queues as
informational logging entries rather than verbose logging entries.

MOD — Rabbit MQ Topic — If a solution is modified to work under the Management Suite, the Queue for
the Scheduler may not be created as expected.



MOD — Rabbit MQ Topic — On startup or change, if a Party was removed from the subscription of the
topic, we would attempt to remove the underlying Queue only if there were no pending messages in the
queue. This could result in more messages being forwarded to the queue even though there was no
corresponding Neuron Subscriber. This has been changed so that if we can’t delete the Queue, we’ll
remove the routing keys on the Queue so that no other messages will be forwarded to it.

Business Processes
FIX — Data Mapper Process Step — This would always fail when in a Debug vs Test execution within the
Business Process Designer if the default port of the mapping service was changed on startup.

FIX — Testing Process could throw null exception — When testing a Business Process in the Designer, if
the sample message used a “System” Party, the following error may be thrown:

Unable to compute subscribers. System.NullReferenceException: Object reference not set to an
instance of an object.
at Neuron.Esb.Administration.ESBTopic.TopicMatch(String topic, String subscription)

MOD - Business Process Testing Enhancements — Several enhancements were made:

1. Message Viewer for submitting Messages —

a. This has been refactored to use a property grid instead of a data grid for displaying and
editing ESB Message properties. All properties can now be edited or added.

b. The message viewer now supports native JSON messages and formatting

c. Users can now load messages directly into the editor from the Repository by right
clicking the message window and selecting “Load from Repository...” from the short cut
menu

d. Custom Properties have been moved from the toolbar to the Property Grid for
consistency.

e. Users can now save any message in the Message Viewer as a *.esbmsg file



@ Edit Test Message X
/4 Format [z save [ Load Message 4 Load Fle [ Environment Variables
r‘ Message f651b028-146d-47ee-9e47-0e9620a18882 @ XML O JSON @ TEXT @ Binary
~|| =t +
(Collection) =] { A
Message Header "AccountType": "STUD",
::E;VWPE :;";eﬂm“ "ExchangeType": "STU_GOOG",
Compressed False "0U": “Students",
Compressed Body 521742 "description™: "Student”,
Created 2/8/2024 5:41 PM "scriptPath”: "studentscript.bat”,
Destination Id "primaryGroup”: "Domain Users",
Duplicate False "groups": ""
Duplicate Id T
Endpoint Name e {
Endpont Type None - "AccountType”: "STUD-DUAL",
:Kz 12/29/9999 11:59 PM "ExchangeType": "STU_GOOG",
FauttType None "0U": “Students",
From "description”: "Student - Dual Credit",
Local Path "scriptPath”: "studentscript.bat”,
Machine "primaryGroup”: "Domain Users",
Message Id f651b028-146d-47ee-9ed a "groups”: [
MsMQ Id "Guest",
Parent Message1d "Students-Dual-Credit"
Part 1
Parts 1 1
Priority o I
ProcessName = {
ReplyTo Message Id "AccountType": "FAC-AD]",
ReplyTo Party Id “ExchangeType”: "ADJ_GOOG",
ReplyTo Session Id "OU": “Faculty-Adjunct",
Request Headers to P "description”: "Adjunct Faculty",
RoutingSlp . "scriptPath”: "script.bat",
semantc muldcast “prinaryGroup": "Domain Users”,
Session 7364acea-25c9-4dBc-877 | "groups™: [
sD v “FACULTY-STAFE",
= “Faculty-Adjunct”
Message Properties 1
Collection of all custom Neuron ESB Message Properties -
OK Cancel

2. Process Testing Modifications

a. Trace Window Modifications — Users can now see distinct icons that represent whether

the trace line item in the window is Verbose, Informational, Warning or Error.

There is now an ellipsis button at the end of each line item row in the Trace Window.
Clicking on it will bring up the Message Viewer and the entire message present at that
point in the process’s execution.

Users can now set Breakpoints on Process Steps. When set, and after hitting the TEST
button, the execution process will now stop at the breakpoint. To continue to the test to
the next breakpoint, users can hit the “Step Over” toolbar button. Using the Trace
window, users can now see the message input into any process step as well as the
message output by any process stop by clicking on the Ellipsis button.

When a breakpoint is hit, users can now select the ellipsis button on the trace line item
that reads “Step Output Message...”directly above the current process step where the
breakpoint is. Users can now edit that message and hit OK to save the edit. Then, after
hitting the “Step Over” toolbar button, the process will continue to execute using the
newly modified message.



Ea]

Type Step Text
e Data Mapper - .. Press the 'Step Over' toolbar button to start the test or continue...
] Data Mapper - .. Step input message... e
=] Data Mapper - .. Machine name resolved to 'DESKTOP-6VIKTOR' =
e Data Mapper - .. Execute - Data Mapper name 'DataMapper1’ STATIC =
e Data Mapper - .. Data Mapper Input Source Body:" =
e Data Mapper - ... Retreived the ‘DataMapper1’ Data Map to execute. e
e Data Mapper - ... The Data Mapping Runtime URL is resolved to 'http://DESKTOP-6VIKT70R:8500,/v2/atlas/transform’ e
e Data Mapper - ... ERROR [ §/Order/@Id ] $Cannot read field /Order/@Id" of document 'OrderXml-X5D', document is null =
e Data Mapper - .. ERROR [ 5/Order/LastName ] $Cannot read field '/Order/LastName' of document 'OrderXml-X5D', document is null =
e Data Mapper - ... ERROR [ §/Order/Address ] SCannot read field /Order/Address’ of document 'OrderXml|-XSD', document is null

3. Testing Live Endpoints — This is a new testing feature. If the solution is running locally or
remotely, users can click the new “Attach to Endpoint” toolbar button. This will display a new
list form that displays all the Endpoints currently using the Business Process opened in the
Designer. The window will display live status of the endpoints and allow users to restart or
“Attach” to an endpoint. All operations are accessible via a short cut context menu. When a
user attaches to an endpoint, for example a client connector i.e., webhook, if a message is
submitted to the URL of that endpoint it will be redirected to the Process Designer in Test mode.
From there, the user can hit the “Step Over” toolbar button to start the execution of the test. To
test remotely, the current Neuron ESB Explorer MUST be connected to the remote solution
using File -> Connect option. Users can also overwrite the Environment Variables that are used
by the Designer during the live test by selecting a different Deployment group in the associated
dropdown box in the list.

fﬂ Attach Debugger - Endpoints for ‘Data Mapper' — d
@ Running /

Name Deployment Gr... Type State Errors
@ MyService <Default> - ClentConnector  StateStarted 0
@ Endpointl <Default> = AdapterEndpoint  StateStarted 0

L B ADPCloudService <Default> -

Restart

Stop

Attach Debugger

The 'DEFAULT?2' runtime instance of Neuron ESB is Running.
Detach Debugger

Adapters
FIX — Metadata Generation Wizard - The wizard would not detect that it was set for an ODBC adapter.

FIX — Metadata Generation Wizard — The Connection String button would be partially hidden be a scroll
bar if the Scroll bar became active.

FIX — Adapter Endpoints fail to restart if initial Connect fails — On startup, if an Adapter Endpoint’s
underlying Party threw an exception on Connect it would fail and be marked as Stopped in Endpoint
Health. It would fail the startup process and not attempt to reconnect on its own.



Services

FIX — Service Endpoints fail to restart if initial Connect fails — On startup, if the Service or Client
connector’s underlying Party threw an exception on Connect it would fail and be marked as Stopped in
Endpoint Health. It would fail the startup process and not attempt to reconnect on its own.

Neuron 3.7.5.662
FIX — Detect Duplicates Step — The function that was added in build 3.7.5.655 which removed any stale
entries in the table could generate the following exception:

Exception Type: System.Data.SqlClient.SqlException

Exception Message: Subquery returned more than 1 value. This is not permitted when the
subquery follows =, I=, <, <=, >, >= or when the subquery is used as an expression.

This has been fixed. If you are running build 3.7.5.655 or later, to apply the fix, directly edit the value in
the DatabaseVersionNumber SQL Server table within the Neuron ESB Database. Change the value from
49 back to 48. Then either click the Test/Create button for the database in the Neuron ESB Explorer or

manually run the 0049 _UpdateTo3_7_5.sqgl SQL Script found in the following default location:

C:\Program Files\Neudesic\Neuron ESB v3\Sq|

Neuron 3.7.5.661

Topics

FIX — Rabbit MQ Poison Message Handling — When the type is set to NON-Blocking, Neuron ESB uses the
Delayed Exchange to provide this functionality. In previous releases, if an unhandled exception was
caught, the message at the time of the exception would be published to the Poison Message Exchange.
This meant that on redelivery, instead of receiving the original message, the user would get the message
that may have been partially modified by their own process. Now, when an unhandled exception is
caught, the original unmodified message is published to the Poison message Exchange for redelivery.
This is currently how Blocking Poison Message handling works.

FIX — Rabbit MQ and Scheduler Party — When using the Scheduler to start a Business Process, if the
Business Process published its message to a Rabbit MQ topic, the following error would be reported.

Publish process step 'Publish’ failed. Party SchedulerParty cannot send the message to topic

Installation
MOD — Runtime Library Signing — We are now signing the ESBService.exe and NeuronEndpointHost.exe
executables

NEW — Embedding MSI within Installer - The NeuronESB installer msi is now embedded into the exe. The
Msi will be extracted to the current location of where the exe is executed from upon executing the exe.
The Msi can be used for silent installs.



Scheduler
FIX — Starting the Scheduler Endpoint Host Fails — When starting the following error may be reported:

Starting Peregrine Scheduler 'Peregrine Scheduler' generated the following error.
System.InvalidOperationException: Cannot run without an instance id.

Workflow

FIX — Testing Workflow fails - When submitting a test message in the workflow designer to test a
workflow definition, an exception may pop up on the second and any subsequent attempts to test
stating that a dictionary key is null.

Adapters

FIX - SFTP Adapter throws NullReferenceException — When attempting to connect to Microsoft’s Azure
Blob storage account that’s exposed as an SFTP server, the first connection to it works. However,
subsequent connection attempts to run other operations will throw the following error:

NullReferenceException: Object reference not set to an instance of an object.

Services
FIX - Amazon OAuth provider - when using any value for the scope, you would receive an "Object
Reference not set to an instance of an object" error.

Neuron 3.7.5.655

Licensing

FIX — Deactivate License throws Error - Deactivate License from Neuron ESB Explorer could throw an
error saying the license key was null. However, the license would still normally be deactivated. This has
been fixed.

FIX — Validate License Warnings on Startup — When starting the ESB Service, 2 warnings may be logged
like those below indicating that the license key is invalid. They would indicate an incorrect key, but then
the service would eventually validate and startup. This has been resolved. The warnings were like the
following and could be found in the Windows Event Log or the Neuron ESB master log file:

Validate License File - Failed. 'The license key UNQJOX0G07G1HJKM8P1G3W3ZNVQGXK7SIE is
invalid. Please enter a valid License key.'

The Neuron ESB Online License 'C:\Program Files\Neudesic\Neuron ESB
v3\DEFAULT\NeuronQlminfo.json' failed local validation. Attempting server side validation. The
license key UNQJOXO0GO7G1HIKM8P1G3W3ZNVQGXK7SIE is invalid. Please enter a valid License
key.



Adapters

FIX - Metadata Generation wizard — Could throw an “Object reference not set to an instance of an
object” error when the statement used for testing does not parse correctly against ODBC data source. It
is fixed to show correct error and provide help with expected syntax.

FIX - Metadata Generation wizard — Could throw an “Index was out of range” error when the execute
stored procedure statement didn’t have any parameters for the stored procedure. It is fixed to handle
this variation of the execute stored procedure syntax.

FIX - Metadata Generation wizard — Would display a message that the connection string property has
not been initialized when clicking on Test Connection or Next button without selecting an existing
adapter endpoint. This is fixed to handle setting up the connection string for a new adapter endpoint.

FIX — Pool Size always set to 1 — The Pool Size property internally would always be resolved to 1
regardless of the value set.

Topic

FIX — Rabbit MQ Topic — if a Party subscribed to multiple sub topics and then later removed any of them,
we did not detect the removal and sync it with the routing keys of the underlying queue. Hence it still
could have received messages sent to the sub topic even though in the Neuron ESB Explorer it would
show it was not subscribed to the sub topic.

FIX — Rabbit MQ Topic —if a Party is disabled, all subscriptions for the underlying queue will now be
removed. Once removed, it means no messages will be routed to that Queue until the Party is Enabled.
Once enabled, the routing keys will be restored allowing it to subscribe to messages again. This is
consistent with our MSMQ transport implementation.

FIX — Rabbit MQ Topic — The publishing service could attempt to create our infrastructure, if we failed to
create it on startup of the Topic and the Topic was modified before another attempt to create it was
made.

MOD - Rabbit MQ Topic — Added support for serializing and deserializing the Email and Files ESB
Message Header properties that were introduced in build 3.7.5.568.

MOD — Rabbit Topic Fails to Start — On startup the Neuron ESB Topic may enter a FAILED state when
viewed in Endpoint Health. This could happen if Rabbit MQ throws a brokered exception during the
startup process where Neuron ESB creates any necessary Queues and Exchanges. If this occurs in the
future, It will continue to enter a FAILED state, but the health timer will be started and future attempts
will be made to correct the error and enter a STARTED state instead of the user having to manually
attempt to restart the Topic in Endpoint Health.

MOD — Rabbit Topic throws Brokered Exception — During startup or on health intervals, the Neuron ESB
publishing service for the Rabbit MQ topic could throw a Brokered Exception like the one below:

Failed to Start the RabbitMQ Publishing Service for 'HR_playa' Topic



RabbitMQ.Client.Exceptions.BrokerUnreachableException: None of the specified endpoints were
reachable ---> RabbitMQ.Client.Exceptions.OperationinterruptedException: The AMQP operation
was interrupted: AMQP close-reason, initiated by Library, code=541, text='Unexpected
Exception', classld=0, methodld=0, cause=System.lO.I0Exception: Unable to read data from the
transport connection: An existing connection was forcibly closed by the remote host. --->
System.Net.Sockets.SocketException: An existing connection was forcibly closed by the remote
host

Additionally, there could be a complimentary Handshake Timeout exception found in the Rabbit MQ
server log file like this:

2023-03-01 04:03:59.518000-08:00 [erro] <0.4369.19> closing AMQP connection <0.4369.19>
([fe80::feOf:ebce:cOae:2cb0]:57156 -> [fe80::feOf :ebce:cOae:2cb0]:5672):

2023-03-01 04:03:59.518000-08:00 [erro] <0.4369.19> {handshake_timeout,handshake}

This either could indicate that the Rabbit MQ server is restricted on resources and needs the Handshake
Timeout increased to 30 seconds (which should be increased regardless). However, this may also occur
because the Rabbit Connections and Channels were not being closed timely in the Neuron ESB Topic.
This may result from doing numerous starts and shutdowns of the Neuron ESB Service. Now these are
being explicitly closed to eliminate that as a possibility.

MOD — Rabbit MQ Deletion of Dead Letter Queue — Previously if a user specified a different vHost other
than the default for the solution, the services would fail to start because we would try to first delete a
dead letter queue that did not exist in the current vHost but existed in the default. the error would be:

Unexpected Status Code: 404 NotFound

MOD — Rabbit MQ Clean up — On startup, Neuron ESB will only delete queues and exchanges that are
not part of the running solution but will preserve the queues and exchanges for other solutions. There is
no need to run each solution in a dedicated vHost.

MOD - Rabbit MQ Shutdown Options — A new property, “Shutdown Handler”, has been added to
control how the system will behave when a cancellation event or shutdown event occurs. There are two
options, ReQueue or AuditFailure. If the subscribing Endpoint is shut down/stopped in a controlled
manner or, the internal consumer threw a Shutdown event, a Cancellation Event will occur, and one of
two different Informational log entry will be made like this:

Cancellation Event Occurred. Received message with message ID 'da8ec78b-9145-4fab-9923-160bbf69f171' to
‘PlayaSubFinance' Party from the Rabbit MQ channel for 'HR_playa' topic. Will be returned to the Source
Queue. RabbitMQ delivery tag of 1. The operation was canceled.

OR



Cancellation Event Occurred. Received message with message ID 'da8ec78b-9145-4fab-9923-160bbf69f171' to
'PlayaSubFinance' Party from the Rabbit MQ channel for 'HR_playa' topic. Message will go to the Neuron ESB
Failed Audit database. Rabbit tMQ delivery tag of 1. The operation was canceled.

The informational message that is generated is determined by the “Shutdown Handler” property.
Requeue will return the inflight message to the underlying queue whereas the AuditFailure option will
forward the message to the Neuron ESB Failed Audit database via the Dead Letter Queue.

The following would generate a Cancellation Event:

e The ESB Service is stopped through the Service Control Manager or through Neuron ESB
Explorer.

e The Endpoint or Endpoint Host is stopped via Endpoint Health

e Dispose() is called on a hosted Party

e Aninternal Rabbit MQ Consumer generated a Shutdown event.

However, if an unexpected exception occurred or the subscribing Endpoint, or the Endpoint Host
hosting it crashes, the inflight messages that are currently being blocked within the channel will be
forwarded to the Neuron ESB Topic’s Dead Letter Queue. From there, Neuron ESB will transfer the
message to the Failed Message Audit Report, removing it from the Dead Letter queue. This will result in
an error message being logged like the one below:

A message has been saved to the audit failed database. Topic: HR_playa, Party: PlayaSub, Id: b815967d-2dd9-
4893-a186-aa2013607867
FailureDetail - The message was retrieved from the configured Rabbit MQ dead letter queue.
Rabbit MQ x-death header
Key: count : 1
Key: reason : rejected
Key: queue : NEURON.DEFAULT.HR_playa_PlayaSub
Key: time : 3/17/2023 12:35:21 PM
Key: exchange : NEURON.DEFAULT.HR_playa
Key: original-expiration : 86400000

FailureType - Dead Letter

MOD — Defaults for Multi-Threaded — The defaults have changed from 5 to 2 with a maximum limit of
10. Ideally this should never be set to more than 5.

Runtime

MOD — Default HTTP Connection Limit - Modified the DefaultHttpConnectionLimit in appsettings.config
from 100 to 200. This is also applied in the ESB Service as well now. Previously this setting just affected
the endpoint hosted in the Neuron Endpoint Host.

NEW — Auto Tuning Threadpool for ESB Service - This is identical to the feature for Endpoint Hosts which
was released in build 3.7.5.311 and can be used to reduce long startup times of solutions, especially if
RabbitMQ topics are used. This is configured at the same time Endpoint Hosts are configured when
enabling the Auto Tuning feature in the Configure Server dialog in the Neuron ESB Explorer.



MOD — Auto Tuning Optimization - Optimized the thread tuning routine in the Endpoint Host. The
routine now only increases the min worker threads only if it detects that doing so decreases execution
time.

FIX — Endpoint Manager Log created twice - The endpoint manager log for each endpoint host would be
created twice (one with two date stamps appended to the file name).

FIX — WMI Warning on Startup — On startup, Neuron ESB may log the following error and fail to start.
We will now log this as a warning and continue the startup process

2023-04-03 14:56:18.681+02:00 [4] ERROR - Neuron ESB Service Failed to Start - Exception:
System.Exception: An error occurred attempting to retrieve the Number of Cores info via WMI.
at Neuron.Esb.Internal.ESBHelper.GetNumberOfCores

FIX — Endpoint Host does not startup immediately - Upon startup, in some cases the endpoint host
would not start immediately. Instead a warning would be thrown after the client refresh interval * 4
elapsed stating that the endpoint host heartbeat had gone stale (then the endpoint host would start).

FIX — Disabled Single Instance throws Null Exception - If a solution contains endpoint host hosting single
instance endpoints (adapter or service connector), if they are not enabled to start (either not meant for
messaging or marked as disabled), endpoint health may throw an object reference null exception.

FIX - Disabled Single Instance throws erroneous Stale warnings - If a solution contains endpoint host
hosted single instance endpoints (adapter or service connector), if they are not enabled to start (either
not meant for messaging or marked as disabled), upon stopping the esbservice warnings may be logged
that state the endpoints' heartbeats have gone stale (though they were not active on the machine).

FIX — Daylight Savings Time failover - If a solution is configured for failover and is running in a time zone
that implements daylight savings time, upon moving forward an hour the failover mechanism would
activate due to the time being stored in the database as a datetime rather than datetimeoffset.

FIX — Excessive logging of Failover Cluster not installed - The endpoint host manager and single instance
endpoints log files would excessively log the following if INFO was enabled: "Cluster Network Name:
Neuron ESB Service is NOT Clustered. Failover cluster is not installed."

FIX — Erroneous endpoint heartbeat message - If an Adapter Endpoint or Service Connector are marked
as Single Instance but the endpoint itself is not enabled, upon the Endpoint Host process dying/failing
and restarting, a warning would be logged every client refresh interval that would state that the
endpoint heartbeat has become stale and would become the active instance even if there are no other
instances of the endpoint running (as they are not enabled).

FIX — Controlled of endpoint incorrectly transferred to another server - The heartbeat check for multi
instance endpoint hosts (i.e. primary-failover) could take too long to execute which could cause
Endpoint Hosts to failover unexpectedly with a message stating that "the heartbeat has gone stale" on



the failover instance and "control of the endpoint has been transferred to another server on the farm"
on the primary.

MOD - Configure Server and Auto Tuning — The Configure Server dialog has been modified to support
turning on or off the Neuron ESB .NET Thread Pool Auto Tuning feature introduced in build 3.7.5.311.

@ Configure DEFAULT Server X

.Net Thread Pool Size: [ ] override 2000

Auto Tune g

2000

400

Save Cancel

MOD - .NET Thread Pool Override defaults — The default for the minimum number of Worker Threads
and 10 Threads have been increased to 400 from 200.

MOD - Internal Service Binding Settings defaults — The defaults, found on the Server tab of the Zone,
have been modified to accommodate high load environments when using Auditing. Specifically,

e Max Concurrent Sessions has been reduced from 1000 to 500
e Max Connections has been raised from 1000 to 2000
e Max Concurrent Calls has been raised from 500 to 2000

When opening an existing solution, these settings and others will be modified accordingly as follows:

e Open Timeout, Send Timeout and Close Timeout — At minimum these will be set to the default
value of 60 seconds. If their current value is greater than 90 seconds, they will be tuned down to
60 seconds.

e Listen Backlog — At minimum this will be set to the default, which is the number of processors *
16. If the existing value is more than twice that, it will be tuned down to the default.

e Max Concurrent Calls — Will be set to the default value of 2000.

e Max Concurrent Instances — At minimum this will be set to the default value of 200. If the
existing value is more than twice that, it will be tuned down to the default.

e Max Concurrent Sessions — At minimum this will be set to the default value of 500. If the existing
value is more than twice that, it will be tuned down to the default.

e Max Connections - Will be set to the default value of 2000.



MOD — TCP Topic Transport defaults — The defaults, found on the Transports tab of the Zone, have been
modified to accommodate high load environments when using TCP based topics. These settings are used
anytime a new TCP Topic is created. Specifically,

e Max Concurrent Sessions has been reduced from 500 to 100
e Max Concurrent Calls has been raised from 250 to 2000

When opening an existing solution, these settings and others will be modified for every TCP based Topic
as follows:

e Open Timeout, Send Timeout and Close Timeout — At minimum these will be set to the default
value of 60 seconds. If their current value is greater than 90 seconds, they will be tuned down to
60 seconds.

e Listen Backlog — At minimum this will be set to the default, which is the number of processors *
16. If the existing value is more than twice that, it will be tuned down to the default.

e Max Concurrent Calls — Will be set to the default value of 2000.

e Max Concurrent Instances — At minimum this will be set to the default value of 100. If the
existing value is more than twice that, it will be tuned down to the default.

e Max Concurrent Sessions — At minimum this will be set to the default value of 100. If the existing
value is more than twice that, it will be tuned down to the default.

e Max Connections - Will be set to the default value of 500.

Data Mapper

FIX — Double and Float Data Types - Minimum allowed value range checking for double and float value
parsing. Previously the Data Mapper did not allow negative values for double and float data types. This
has been corrected.

FIX — Data Mapper Service Port change caused remote client to fail — If the user has a remote Neuron
ESB Client connected to the server that executes the Data Mapper process step and the ESB Service is
restarted while the remote client is connect, the Data Mapper Service hosted by the ESB Service may
start on a different port. If that happened, the change would not get propagated to the existing
connected remote clients. When they attempt to send a message that would execute the Data Mapper
Process step, they may get an error like the one below indicated the original port number:

Data Mapper transform http call faield with HttpRequestException! Error:
System.Net.Http.HttpRequestException: An error occurred while sending the request. --->
System.Net.WebException: Unable to connect to the remote server --->
System.Net.Sockets.SocketException: No connection could be made because the target machine
actively refused it 192.168.2.190:8591

Services

FIX — Oauth Providers and ExpiresOn - Fixed issue with "ExpiresOn" DateTime. If a user opens a Neuron
solution in Neuron ESB Explorer on a computer that has an OS Date format that is different that the OS
date format on the computer the Neuron solution was last saved in, and that solution contains OAuth
Providers, if the user attempted to view the OAuth provider they would receive a FormatException



stating the date is not a valid value for DateTime. The value will now always be saved and read in a
specific format.

FIX — Oauth throws Null Object Exception on startup- Fixed issue with client connectors throwing an
exception on startup. The error would occur when starting a client connector configured to use
Peregrine Connect as the OAuth provider. The text of the error contains the value
"System.InvalidOperationException: Nullable object must have a value."

Event Processor
FIX — Event Processor — This could stop when various exceptions occurred due to incorrect information
regarding the consumer and/or connection status.

Monitoring
MOD - Auditing Email and Files collection properties - Added support for auditing the Email and Files
ESB Message Header properties that were introduced in build 3.7.5.568.

FIX — REST API for Configuration fails — When using the REST API,
/neuronesb/api/vl/Configuration/{instance}/DeploymentGroup/{deplymentGroup}, the expected

deployment group information would not be returned. The user would receive an HTTP 500 error.

Workflow
FIX — Concurrent Workflows exceeding Maximum - Cancelling an aborted workflow could cause a
semaphore to be released allowing for more concurrent running workflows than the max setting.

FIX — Throw with Message fails - When using the Throw with Message workflow activity, if the ESB
Message object was manually created in a code step without setting the Topic property, it could throw
an error that Topic is null. This has been corrected.

FIX — Correlated Workflows fail to resume - Correlated Workflows may not resume properly upon the
Endpoint Host process dying and restarting due to the improper reloading of correlated messages that
were sent in as the host died.

FIX — Correlated Messages create extra Workflow instances - Correlated Messages that are processed
during failover may result in extra correlated workflow instances due to the message being processed
more than once. This would occur if messages were at a certain processing stage when the Endpoint
Host process fails/dies resulting in redelivery from a RabbitMQ topic.

FIX — Workflow Tracking fails when machine is IP Address - If a machine in a Deployment Group was
defined by an IP address instead of a machine name and the machine's hostname does not resolve to
that IP address, then issuing commands from workflow tracking would not work (e.g. restarting a
workflow from workflow tracking).

FIX — Cancelling Workflow causes Semaphore is Full warning - Cancelling workflow instances in the
Unloaded state can cause a warning that a semaphore was full while releasing or possibly cause more
concurrent workflows to execute than the max instances property set on the workflow endpoint.


http://localhost:51002/help/index#!/Configuration/Configuration_GetDeploymentGroup

Business Processes
MOD — Data Mapping Process Step - If we encounter an error indicating the connection was closed, we'll
now attempt to retry the data mapping.

FIX — Detect Duplicates Step — Added function to the stored procedure that determines if a message is a
duplicate. Now the stored procedure will also remove any stale entries in the table.

FIX — Audit Process Step — When using the step and the Maximum Instances is set to greater than 1 and
the step is used in multiple branches within a Parallel Process step, a null exception could be thrown.

FIX — Execute Process Step — When using the step and the Maximum Instances is set to greater than 1
and the step is used in multiple branches within a Parallel Process step, a null exception could be
thrown.

MOD — Audit Process Step logging of Faults — at runtime, if an Audit Proxy faulted, the information
would be written as an error and then we would auto recreate it. Not it is written as a warning.

FIX — Audit Process Step — Optimizations have been made to reduce locking and timeouts when under
heavy load.

FIX — Execute Process Step — Could sometimes return an error indicating that the Pipeline was null under
heavy load.

FIX — Decision and Parallel branches in steps — When under heavy load, a null reference exception could
be thrown when evaluating the branch condition.

Neuron ESB Explorer

FIX = Import would fail to import Endpoint Host info - Importing a Neuron solution using Neuron
Explorer — Fixed issue where Endpoint hosts were not being imported with no errors being reported.
The endpoint host would initially appear to have been imported, but when the solution is saved and
closed, and subsequently reopened, the endpoint host would not be included in the solution.

FIX — Edit Test Message dialog - Edit Test Message dialog for process designer would sometimes show
"<Error in displaying the body.>" as the body of a message when loading a *.esbmsg file because the
underlying BodyType was never appropriately set.

Neuron 3.7.5.607

Topics

FIX — Rabbit MQ Topics — Endpoints subscribing to a Rabbit MQ topic may fail with the error that the
underlying Queue did not exist. This could occur if there were more than one Rabbit MQ topic with a
similar prefix in their name, for example, HR_, HR_Global and HR_Sales would map as the same
internally. On startup, each topic would delete the queues that it thought didn’t belong. This has been
fixed.



MOD — Rabbit MQ Topics — On startup, each Topic will attempt to create a System queue. If the queue
already exists, Neuron will remove any existing bindings to ensure that it does not act as an anonymous
subscriber to messages published to the topic.

Samples
FIX — All samples have been upgraded to the latest 3.7.5 and all named pipes topics have been replaced
with TCP based topics.

Adapters

FIX - NetSuite Adapter - Fixed metadata generation issue when generating metadata for "item" record
types (i.e., Inventory Iltem). An exception of "Object reference not set to an instance of an object" could
be thrown.

FIX - NetSuite Adapter - Fixed metadata generation issue when generating any object containing custom
fields. An exception was not thrown, but if the NetSuite role did not have proper permissions, the
custom fields would not be included in the generated schemas and samples. Now an exception would be
displayed containing the error response from NetSuite.

Event Processor
Several fixes have been implemented to prevent “stuck” messages in queues and abnormal CPU
utilization and errors such as:

Unexpected Shutdown event from Rabbit MQ consumer for '<eventname>' Event Type. Initiating
source = Peer; Reply Code = 406; Reason = PRECONDITION_FAILED - unknown delivery tag
<tagvalue>.

and

Error occurred attempting to send EPS log entry data to Elastic Search:
System.ArgumentException: Destination array was not long enough. Check destindex and length,
and the array's lower bounds.

Neuron 3.7.5.594

Business Processes

FIX — Excel to Xml fails with too many tasks — If the Excel to Xml process step is used in a Business
Process that’s been assigned to multiple endpoints errors like the one below or Access Violations could
occur:

Neuron.Pipelines.PipelineException: ERROR [08004] [Microsoft][ODBC Excel Driver] Too many
client tasks.
ERROR [01500] [Microsoft][ODBC Excel Driver]invalid connection string attribute hdr
ERROR [01500] [Microsoft][ODBC Excel Driver]Invalid connection string attribute imex
ERROR [01500] [Microsoft][ODBC Excel Driver]invalid connection string attribute hdr
ERROR [01500] [Microsoft][ODBC Excel Driver]invalid connection string attribute imex
ERROR [01500] [Microsoft][ODBC Excel Driver]invalid connection string attribute hdr



ERROR [01500] [Microsoft][ODBC Excel Driver]invalid connection string attribute imex

This only occurred with multiple endpoints referencing the same Business Process that contained the
Excel to XML process step. Access Violations as well as stack overflow exceptions could have also
occurred. This has been fixed.

MOD — Excel to XML properties — Users no longer need to select the version of Excel they need to work
with.

MOD — Excel to XML to use OLEDB — The process step has been modified to use the OLE DB provider
instead of the ODBC driver.

Neuron Test Client
MOD — Support for Binary files in Bulk Mode — When set to bulk mod, the Neuron ESB Test Client did not
allow users to select Binary files to load for sending as the test. This has been enabled.

Topics

FIX — Rabbit MQ Topic does not create System Queue — This was introduced in build 585. When the
Neuron ESB Rabbit MQ Publishing Service that represents a Topic started it would not create the Queue
required for the internal System Party that’s used when users connect a Client Connector or Adapter
directly to Business Process. Because of this, during startup, the endpoint may fail with an error that it
can’t connect to its underlying queue because it doesn’t exist. This has been corrected.

MOD - Internal System Party now supports Rabbit MQ sub topics — Previously, when we created the
internal Queue for the System Party, routing rules for the root Topic were created, but not for sub
Topics. This has been added so that any endpoint directly connected to a Business Process (i.e., not
using Messaging) can now publish and receive messages on not just a root Topic, but any sub topic as
well.

FIX — Rabbit MQ Topic could delete another Topic’s Poison Handler Exchange — This was introduced
when we introduced support for the Rabbit MQ Delayed Exchange for Poison Messages in build 583. In
short, on startup, or during a configuration change event, Topic “A” could delete the Rabbit MQ Delayed
Exchange for Poison Messages that was created for Topic “B” and vice a versa. This could result in an
error when a Party attempted to send a message because it had a dependency on that exchange. This
has been corrected.

Neuron 3.7.5.585

Monitoring

FIX — Rabbit MQ Topics - If errors or warnings occurred during startup of the topic, they would not be
recorded in endpoint health. Only those occurring after the startup process would be recorded. Also,
there some errors and warnings that occurred would only be reported in the log files and the Windows
Event Log.



Topics

MOD — Rabbit MQ Poison Message Handling - Previously, if the topic was configured to use the NON
blocking Poison Message Handling introduced in build 3.7.5.593 but encountered an error because
either the delayed exchange plugin was not installed or enabled, the topic, as well as the party would
report this as an error and fail to startup. Now this is reported as warning, both Topic and Party will start
and the Poison Message Handler will be downgraded to the Blocking type.

MOD — Rabbit MQ Queue Management — On startup, the Neuron ESB Server automatically created all
the Exchanges and Queues necessary to represent the Neuron ESB Topics. It also managed the changes
to the Rabbit MQ infrastructure in cases where the Topic was either renamed or removed. Each Party,
upon connecting, would also run similar code, creating all the necessary Exchanges and Queues to
support its subscriptions. The Party was responsible for managing Queue changes at runtime, in cases
where the Party was renamed or where Topics were added or removed from its subscription. This has
been changed so that the Neuron ESB Server manages the Party modifications. This removes the need
for each party to duplicate the infrastructure management that the Neuron ESB server does. That
equates to faster connect times and fewer resources utilizing Rabbit MQ connections and operations.

FIX — Rabbit MQ Transport Change — If an existing Rabbit MQ Topic were changed to use the Rabbit MQ
transport at runtime, any Party referencing the Topic would not automatically update to the new
transport.

FIX — Rabbit MQ Rename or Add — If a Rabbit MQ Topic was either renamed or added to existing Party at
runtime, Endpoint Health would reflect the change. However, any connected Parties would recognize
the newly added or renamed Topic but would not automatically reconnect to it.

Neuron 3.7.5.583

Topics

FIX — Rabbit MQ — When using Topics configured to use the Rabbit MQ Transport, the Neuron ESB
underlying channel regularly checks (every 5 seconds) to see if reconnection to the Rabbit MQ server is
necessary. The logging for this function would log verbose messages that included the host name and
port of the Rabbit MQ server its connecting to. These were not being properly set and would appear in
the logs as empty strings. This did not affect any runtime behavior, only logging was impacted. This has
been fixed.

FIX — Rabbit MQ - If a consumer shut down event occurred, but the connection was still good, the
Neuron ESB’s reconnection timer that runs every 5 seconds would not restore it. Now, even if the
connection is open, we check the open status on the consumer channel, if its closed, we recreate the
consumers so that messages will continue to be received.

NEW — Rabbit MQ — Added Lazy Queue support to the Transport Properties. Users can now configure a
Topic to use Lazy Queues by selecting the option via the new “Queue Mode” property. This property
compliments the “Delivery Mode” property that allows users to use either Persistent or Non Persistent
Queues. Persistent messages will survive a broker restart, while Lazy means it will write out to disk ASAP



to keep memory pressure low, but without persistent messages will be lost on any restart of the Rabbit
MQ server. Persistence and Lazy settings will dramatically decrease memory usage, but possibly
increase CPU and Disk 1/0.

NEW — Rabbit MQ — NON Blocking Poison Message Handler - Support has been added for Poison
Messaging handling that is non-blocking. This feature specifically uses
the https://github.com/rabbitmg/rabbitmg-delayed-message-exchange . When Poison Messaging is

enabled in the transport properties of the topic, a new property, “Handler Type” will appear. If set to
“NonBlocking”, this new feature will be used.

MOD — Rabbit MQ Property Defaults - Changed the default Delivery Mode to Persistent to reduce
memory footprint. Changed the "Resubmit Unacknowledged Messages" property available if Publish
Confirms is selected regardless of if the “Detect Duplicates” property is set to true. Changed the
“Prefetch Size” property default from 50 to 20. Changed the default "Retry Cycle Delay" from 10
minutes to 1 minute.

Endpoint Health Monitoring

FIX — Rabbit MQ — Endpoints— When using Topics configured to use the Rabbit MQ Transport, if the
underlying Rabbit MQ consumer threw a Shutdown exception via its Shutdown event, it would be
logged, but the endpoint would still show started and green in Endpoint Health monitoring. This has
been fixed so that an Offline event is also raised which will increment the error value in Endpoint Health
as well as change the status to Failed. Once the consumer recovers and reconnects, the Online event will
be raised, changing the status of the endpoint back to Started.

FIX — Rabbit MQ — Topics - When using Topics configured to use the Rabbit MQ Transport, if the Topic’s
publishing/monitoring service encountered an error on startup, the Topic would still appear green and
Started in Endpoint Health. Now the error is recorded, and it appears as Failed.

Business Processes

FIX — Dependency Checking — When checking the dependencies of a Business Process, the check could
fail to recognize that other Business Processes were calling it. This has been corrected.

Adapters

FIX — File Adapter — When using Query mode, if the “Delete on Query” was set to false, the file may have
its bytes set to zero on disk, effectively deleting the contents of the file, but not the file itself. This
happened with some binary files such as PDF files.

FIX — SFTP Adapter — Archive and Delete modes may provide inconsistent results when in Query mode.

MOD - Salesforce adapter - removed support for all API versions before 31.0. Salesforce is disabling this
in summer 2023. Added support for versions 52.0-57.0.


https://github.com/rabbitmq/rabbitmq-delayed-message-exchange

Neuron 3.7.5.580

Event Processor
FIX — Locking issue could cause EPS to stop processing messages — A conflicting locking issue was found
that could interrupt or stop the processing of EPS and Neuron Log entries.

FIX — FTP Adapter — If set in Query mode and the “Enable Timestamp Comparison” feature was enabled,
it would be ignored.

FIX — SFTP Adapter — If set in Query mode and the “Enable Timestamp Comparison” feature was
enabled, it would be ignored.

Adapters

MOD — TCP Adapter - Added a "Fixed size" option for Server Socket Adapter. Customers can use this
when receiving fixed-sized messages over TCP from 3™ party applications. The developer must know the
size of the byte array to receive.

FIX — File Adapter — This only occurred with Query Mode. Invalid validation messages could appear
referencing publish mode properties. Also, other validations for query mode have been modified.

FIX — File Adapter — This only occurred in Query Mode. At runtime, if a Query Mode File Adapter was
called within a Business Process which was attached to a Client Connector or an Adapter configured in
Publish Mode, the following error would be recorded:

“The given key was not present in the dictionary.”

Business Processes

MOD — Publish Step — During design time testing, if a Source ID is not provided in the Message test
dialog, the System party will be used internally to publish messages. Previously, users would receive an
error indicating the Source ID was not present resulting in the message not being published to the Topic.

MOD — Audit Step - During design time testing, if a Source ID is not provided in the Message test dialog,
the System party will be used internally to audit messages. Previously, users would receive an error
indicating the Source ID was not present resulting in the message not being audited. Also, if a Topic is
not provided, “NONE” will be used. Lack of a Topic name also previously prevented the message from
being Audited.

Neuron 3.7.5.573

Neuron ESB Explorer

FIX — Business Process Dependencies Inaccurate — When checking the dependencies of a Business
Process, all Workflow Definitions that used an Execute Process Activity would be listed because we were
not comparing the Business Process name with the activity’s process name setting. This has been fixed.
This was a new feature introduced in build 3.7.5.568.



Adapters
FIX — Pop3 Adapter - Would throw the following error when trying to publish because the Topic was not
being properly set. This bug was introduced in build 3.7.5.568

2023-01-27 15:15:41.638-06:00 [49] ERROR - Publish to ESB failed.
System.NullReferenceException: Object reference not set to an instance of an object.
at Neuron.Esb.Party.SendMessage(ESBMessage message, Boolean duplicateMessage)

FIX — Microsoft Exchange Adapter - Would throw the following error when trying to publish because the
Topic was not being properly set. This bug was introduced in build 3.7.5.568

2023-01-27 15:15:41.638-06:00 [49] ERROR - Publish to ESB failed.
System.NullReferenceException: Object reference not set to an instance of an object.
at Neuron.Esb.Party.SendMessage(ESBMessage message, Boolean duplicateMessage)

FIX — NetSuite Adapter - fixed metadata generation issue with "Transaction" entities

MOD - File Adapter - When in query mode, users can use the "Delete on Query" property to prevent the
deletion of the file after its retrieved. The default value is to delete the file. Additionally, users can
dynamically set the Folder path and the file names to retrieve in a Set Property or C# step by using
below:

context.Data.SetProperty("file", "Path","c:\\myfolder\\files");

mnn

context.Data.SetProperty("file","Filenames", "myfile.txt;nextfile.doc");

Topics

NEW — Rabbit MQ Poison Message Handling - Neuron ESB’s Rabbit MQ Transport implements Poison
Message handling for unhandled exceptions that are thrown from subscribing endpoints (i.e. hosted
Parties, Workflow, Adapter and Service Endpoints) or Business Processes assigned to those endpoints. If
enabled, then unhandled exceptions will not be immediately audited or logged as errors when they
occur. instead, they will be logged as an initial warning from Neuron ESB’s Rabbit MQ client channel as
displayed in the example below:

Poison Message: Failed to send Message received from 'PlayaPub' to 'PlayaSub' on Rabbit MQ Topic 'playa’
with ESB Message ID '50a84be6-7c27-4179-aded-4d7936529798'". 2 attempts will be made to deliver the
message before it is sent to the failed message database. Original Exception: On Receive Event - An unhandled
exception occurred while executing 'throw exception' pipeline on step 'C#'. Message ID '50a84be6-7c27-4179-
aded-4d7936529798', Topic 'playa’, Source Party 'PlayaPub'. The code step "C#" failed due to an error: This is a
new exception from a Business Process

Once the exception is detected the channel will wait for the period specified in the “Retry Cycle Delay”
property of the Rabbit MQ Topic Transport. Once the wait has ended, the message will be released once
more to the subscribing endpoint. Each unhandled exception that occurs will increment the internal
counter until the number of retries reaches the number specified in the “Max Retry Cycles” property of
the Rabbit MQ Topic Transport. Each retry will log a warning message like the one below:



Poison Message: Retry 1 of 2. Message received from 'PlayaPub' on Rabbit MQ Topic 'playa with Consumer Tag
of '‘amgq.ctag-BJAISMSBK2rKEUvVxsrDxA' and ESB Message ID '50a84be6-7c27-4179-aded-4d7936529798". On
Receive Event - An unhandled exception occurred while executing 'throw exception' pipeline on step 'C#'.

Message ID '50a84be6-7c27-4179-aded-4d7936529798', Topic 'playa’, Source Party 'PlayaPub'. The code step
"C#" failed due to an error: This is a new exception from a Business Process

Once all the retries are exhausted, the original message with the exception information will be

forwarded to the Failed Message Audit Report and be removed from the subscribing queue. This will

result in an error message being logged like the one below:

A message has been saved to the audit failed database. Topic: playa, Party: PlayaPub, Id: 50a84be6-7c27-

4179-aded-4d7936529798

FailureDetail - Poison Message Retries have exhausted. Message received on 'playa’ Rabbit MQ Topic with
Consumer Tag of ‘amgq.ctag-BJAISMSBK2rKEUvVxsrDxA'. Neuron.Pipelines.PipelineException: On Receive Event

- An unhandled exception occurred while executing 'throw exception' pipeline on step 'C#'. Message ID

'50a84be6-7c27-4179-aded-4d7936529798', Topic ‘playa’, Source Party 'PlayaPub'. The code step "C#" failed

due to an error: This is a new exception from a Business Process

The Poison Message can be viewed in the Failed Message Viewer as illustrated below:

-j‘; Failed Message Viewer

® Republish... & Save To Disk...

'™ 1 Failed Message

x

Message Failure Details
playa - 50a84bes-7c27-4179-aded-... Date: | 2/2/2023 6:30:53.2530 PM |
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Neuron ESB Test Client

FIX — Message Rate continues to calculate after Bulk Test is over - The Test Client status bar shows

message rate during a bulk test. However, even after the test has finished and all the messages have



been received, the message rate never stopped calculating. Now the message rate will stop calculating
once the bulk test is complete so that the final number will always be visible.

Neuron 3.7.5.568

Licensing

FIX — Daily Validation Checks generate infinite API calls — This is a serious bug that’s been fixed. Every 24
hours a running instance of Neuron ESB will make an API call to the Peregrine License Server. If an
exception was thrown anytime in the process, the failure would not be adequately caught. This would
result in the timer not being reset but instead immediately loop back and make the API call again. This
would result in the Master log file being filled with entries like below if the logging level was set to either
Verbose or Informational:

INFO - Neuron ESB license key verification process started for machine '"MACHINE1".
INFO - Loading License Details - Begin

INFO - Loading License Details - Reading License File

INFO - Loading License Details - Loading Data from Licensing File

INFO - Neuron ESB license key verification process started for machine ' MACHINE1".
INFO - Loading License Details - Begin

INFO - Loading License Details - Reading License File

INFO - Loading License Details - Loading Data from Licensing File

INFO - Neuron ESB license key verification process started for machine ' MACHINE1".
INFO - Loading License Details - Begin

INFO - Loading License Details - Reading License File

INFO - Loading License Details - Loading Data from Licensing File

INFO - Neuron ESB license key verification process started for machine ' MACHINE1".

FIX — Neuron ESB runtime would fail to start — This would happen if the Neuron ESB Service was
configured with a solution and started without EVER opening the Neuron ESB Explorer or using the
Neuron ESB Explorer to configure the service. This was a bug introduced in build 548 of 3.7.5. Users
would not encounter this error if the Neuron ESB Explorer was used to configure the Neuron ESB Service
runtime. If the error occurred, the following would be written to the Master log file and reported in the
Windows Event Log:

INFO - License File Information: START

ERROR - Server cannot start up - System.NullReferenceException: Object reference not set to an
instance of an object.

at Neuron.Esb.ESBMasterService.ValidateOnServer()

at Neuron.Esb.ESBMasterService.Start(String instanceName, String environment, String zone,
Exception& exception, String[] args)

FIX — Starting Neuron ESB throws Argument Null Exception — If not using an offline license file and there
was no internet access when either the Neuron ESB Explorer was launched or the Neuron ESB Service
was started, the following error could be thrown preventing startup:



System.ArgumentNullException: String reference not set to an instance of a String. Parameter
Name: s

Adapters

MOD — POP3 and Microsoft Exchange Adapters — This has been modified to change the way in which the
retrieved email and its associated attachments were persisted. Previously, they were serialized as bytes
and set as the message body of the ESBMessage. Users would need to serialize out the bytes into the
defined Neuron.Esb.Mail.EmailMessage type to work with it and retrieve the attachments like so:

var email = Neuron.Esb.Mail.EmailMessage.Deserialize (context.Data.Bytes);
context.Data.Body = email.Body;
context.Properties["EmailAttachments"] = email.Attachments;

Now, the Neuron.Esb.Mail.EmailMessage is a property of the ESBMessage object named “Email”. The
email and associated attachments can now be retrieved like so:

context.Properties|["EmailAttachments"] = context.Data.Email.Attachments;

MOD — FTP Adapter — Added Query mode. This allows users to create an Adapter Endpoint that can be
called via Messaging or directly through a Business Process which returns one or more files read from an
FTP/S folder and matching either the filename or file extension specifications configured for the adapter
endpoint. The Query mode supports all the features that users find on Publish mode. Users can use the
FileSpec property to determine the set of files to retrieve. The new Files property of the ESB Message
returned from the Adapter Endpoint is of type Neuron.Esb.Adapters.Files. This will contain a collection of
Neuron.Esb.Adapters.DataFile objects. Each DataFile class is defined as:

public class DataFile
{
public DateTime CreationTimeUtc { get; set; }
public DateTime LastWriteTimeUtc { get; set; }
public string Encoding { get; set; }
public string ArchiveFolder { get; set; }
public Byte[] Bytes { get; set; }
public string Text { get; set; }
public long Length { get; set; }
public string Name { get; set; }
public string Path { get; set; }
public bool ReadOnly { get; set; }
public bool Binary { get; set; }
public string Extension { get; set; }
public string Fullname { get; set; }
public string Filename { get; set; }
public bool MetaDataOnly { get; set; }

}
Using a Business Process, The DataFile objects can be iterated through using a For Each process Step.

Below is an updated graphic demonstrating a simple process that iterates through each DataFile,
publishing each to a Topic. This can be applied to either the File, FTP/S or SFTP adapters.
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Loop through each DataFile object in teh collection i.e. "ProcessedFiles"

var file = (Neuron.Esb.Adapters.DataFile)context.Properties["File"];
context.Data = context.Data.Clone(false);

if(file.Binary)

context.Data.Bytes = file.Bytes;

else

context.Data.Text = file.Text;

context.Data.SetProperty("ftp","ArchiveFolder" file.ArchiveFolder);
context.Data.SetProperty("ftp","CreationTimeUtc" file.CreationTimeUtc.ToString())
context.Data.SetProperty("ftp","Encoding" file.Encoding);
context.Data.SetProperty("ftp","Extension" file.Extension);

< context.Data.SetProperty("ftp","Filename",file.Filename);
context.Data.SetProperty("ftp","Fullname" file.Fullname);
context.Data.SetProperty("ftp","LastWriteTimeUtc" file. LastWriteTimeUtc ToString|’
context.Data.SetProperty("ftp","Length" file.Length.ToString());
context.Data.SetProperty("ftp","MetaDataOnly",file.MetaDataOnly.ToString());
context.Data.SetProperty("ftp","Name" file.Name);
context.Data.SetProperty("ftp","Path" file.Path);

MOD — SFTP Adapter — Added Query mode. This allows users to create an Adapter Endpoint that can be
called via Messaging or directly through a Business Process which returns one or more files read from an
SFTP folder and matching either the filename or file extension specifications configured for the adapter
endpoint. The Query mode supports all the features that users find on Publish mode. Users can use the
FileSpec property to determine the set of files to retrieve. The new Files property of the ESB Message
returned from the Adapter Endpoint is of type Neuron.Esb.Adapters.Files. This will contain a collection of
Neuron.Esb.Adapters.DataFile objects. Each DataFile class is defined as:

public class DataFile
{
public
public
public
public
public

DateTime CreationTimeUtc { get; set; }
DateTime LastWriteTimeUtc { get; set; }
string Encoding { get; set; }

string ArchiveFolder { get; set; }
Byte[] Bytes { get; set; }

public
public
public
public
public
public
public
public

string Text { get;
long Length { get;
string Name { get;
string Path { get;

set;
set;
set;
set;

e o

bool ReadOnly { get; set; }
bool Binary { get; set; }
string Extension { get; set; }

string Fullname { get; set; }



public string Filename { get; set; }
public bool MetaDataOnly { get; set;

}

}

Using a Business Process, The DataFile objects can be iterated through using a For Each process Step.
Below is an updated graphic demonstrating a simple process that iterates through each DataFile,
publishing each to a Topic. This can be applied to either the File, FTP/S or SFTP adapters.
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context.Properties["ProcessedFiles"] = context.Data.Files.DataFiles;
context.Properties["FileCount"] = context.Data.Files.DataFiles.Count;

The above code returns a collection of DataFiles. Each
DataFile contains the bytes or text of the original file read
from the folder by the Adapter Endpoint. It also includes
all the metadata like filename, size, etc. specified in the
DataFile class.

Loop through each DataFile object in teh collection i.e. "ProcessedFiles"

var file = (Neuron.Esb.Adapters.DataFile)context.Properties["File"];
context.Data = context.Data.Clone(false);

if(file.Binary)

context.Data.Bytes = file.Bytes;

else

context.Data.Text = file.Text;

context.Data.SetProperty("ftp","ArchiveFolder" file.ArchiveFolder);
context.Data.SetProperty("ftp","CreationTimeUtc" file.CreationTimeUtc.ToString())
context.Data.SetProperty("ftp","Encoding" file.Encoding);
context.Data.SetProperty("ftp","Extension" file.Extension);
context.Data.SetProperty("ftp","Filename" file.Filename);
context.Data.SetProperty("ftp","Fullname" file.Fullname);
context.Data.SetProperty("ftp","LastWriteTimeUtc" file. LastWriteTimeUtc ToString|’
context.Data.SetProperty("ftp","Length" file.Length.ToString());
context.Data.SetProperty("ftp","MetaDataOnly",file.MetaDataOnly.ToString());
context.Data.SetProperty("ftp","Name" file.Name);
context.Data.SetProperty("ftp","Path" file.Path);

MOD - File Adapter Query Mode — The existing Query Mode property has been modified for the File
Adapter. This allows users to create an Adapter Endpoint that can be called via Messaging or directly

through a Business Process which returns one or more files read from the folder and matching either the

filename or file extension specifications configured for the adapter endpoint. The Query mode supports

all the features that users find on Publish mode (when the File Detection property is set to Polling).

Users can use either the Filename or File Type property to determine the set of files to retrieve. The new

Files property of the ESB Message returned from the Adapter Endpoint is of type

Neuron.Esb.Adapters.Files. This will contain a collection of Neuron.Esb.Adapters.DataFile objects. Each

DataFile class is defined as:

public class DataFile

{




public DateTime CreationTimeUtc { get; set; }
public DateTime LastWriteTimeUtc { get; set; }

public string Encoding { get; set; }

public string ArchiveFolder { get; set; }

public Byte[] Bytes { get; set; }
public string Text { get;
public long Length { get;
public string Name { get;
public string Path { get;
public bool ReadOnly { get; set; }

set; }
set; }
set; }
set; }

public bool Binary { get; set; }
public string Extension { get; set; }

public string Fullname { get; set; }
public string Filename { get; set; }

public bool MetaDataOnly { get; set; }

}

Previously, users had to serialize this collection from the message body into a context property object.

Now the File object has been added to the ESBMessage object so no serialization is required.

Using a Business Process, The DataFile objects can be iterated through using a For Each process Step.

Below is an updated graphic demonstrating a simple process that iterates through each DataFile,

publishing each to a Topic. This can be applied to either the File, FTP/S or SFTP adapters.
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context.Properties["ProcessedFiles"] = context.Data.Files.DataFiles;
context.Properties["FileCount"] = context.Data.Files.DataFiles.Count;

The above code returns a collection of DataFiles. Each
DataFile contains the bytes or text of the original file read
from the folder by the Adapter Endpoint. It also includes
all the metadata like filename, size, etc. specified in the
DataFile class.

Loop through each DataFile object in teh collection i.e. "ProcessedFiles"

var file = (Neuron.Esb.Adapters.DataFile)context.Properties["File"];
context.Data = context.Data.Clone(false);

if(file.Binary)

context.Data.Bytes = file.Bytes;

else

context.Data.Text = file.Text;

context.Data.SetProperty("ftp","ArchiveFolder" file.ArchiveFolder);
context.Data.SetProperty("ftp","CreationTimeUtc" file.CreationTimeUtc.ToString())
context.Data.SetProperty("ftp","Encoding" file.Encoding);
context.Data.SetProperty("ftp","Extension" file.Extension);
context.Data.SetProperty("ftp","Filename",file.Filename);
context.Data.SetProperty("ftp","Fullname" file.Fullname);
context.Data.SetProperty("ftp","LastWriteTimeUtc" file.LastWriteTimeUtc.ToString(’
context.Data.SetProperty("ftp","Length" file.Length ToString());
context.Data.SetProperty("ftp","MetaDataOnly" file.MetaDataOnly.ToString());
context.Data.SetProperty("ftp","Name" file.Name);
context.Data.SetProperty("ftp","Path" file.Path);




FIX - REST Adapter - fixed Keep Alives support and made most of the configuration properties bindable
so that they can be used with Environment Variables.

FIX — Active Directory Adapter - If in publish mode and there was a server unavailable error, the existing
connection and notification event hander were not rebuilt if the user had poll on errors set to continue.
The system would show that the adapter endpoint was still running and receiving events, even through
no more events would be received.

Neuron ESB Runtime

MOD — Disabling dynamic port assignment for Neuron Endpoint Host — On startup, Neuron ESB currently
will assign a configured port (default is 51004 specified in the appsettings.config) to the Neuron
Endpoint Host service. Before assigning it, it will check if the port is available and, if not, dynamically
choose a new port to use for the service. Users can now disable this dynamic assignment and force
Neuron ESB to use the statically configured port. To control this we added the
“EnableUpdateNeuronEndpointHostPort” flag to the appsettings.config. The default value is “true”,
preserving the existing behavior. To disable the dynamic assignment, change the setting to “false”.

Samples
MOD - Updated CorrelatedWorkFlow sample by removing the Orders.In subtopic.

Services
FIX — Starting a Client Connector could fail — if the Wiretap configuration in the appsettings.config file
was mis configured, Client Connectors would fail to start, throwing an instance of an object exception.

Repository

FIX — Dependencies tab in Repository throws error - If user created a Data Mapper repository object in
Neuron Explorer but didn’t create any actual Data Map associated with it, the dependency tabs for any
Schemas and Documents would generate an object reference not set to instance of an object error in
Neuron ESB Explorer.

Neuron 3.7.5.555

Installation

FIX — FIPS Error during Installation — Modified our installer (i.e., EXE) and MSI so that FIPS enforcement
registry key does not affect the installation process. Previously installation would fail with little
notification. When using the Bootstrapper installer, we will automatically handle the FIPS issue and let
installation succeed. When using the MSI, it will error out with a specific message is using the Ul
installation, otherwise error message will occur in the log.

Licensing

FIX — Licensing support for offline files and various fixes — our Licensing library has been updated to
version 16.1.22319.1. We are now providing more complete support for conditions where there is no
network present as well as offline license files. Also, the NeuronQImInfo.json online license file will be
automatically deleted when either patching or deactivating a license.



Business Processes
MOD — ID property — The ID property of Business Process steps is now a hidden property.

New — OAuth Process Step. The OAuth Process Step provides the ability for a developer to retrieve an
OAuth token within a business process. This gives developers the ability to use our existing OAuth
providers to retrieve tokens that can be used within a business process. A more complete description
and directions on how to use it can be found in the documentation:
https://www.peregrineconnect.com/documentation-kb/process-step-reference-guide/#ch 38

FIX — Execute Process Step - The Administrator object used when getting the configuration in the
Execute Process step was not being disposed after we were done with it. This could eventually cause
timeouts to the underlying Configuration Service.

Adapters

MOD - File Adapter’s Topic Property - When running a file adapter in publish mode, connected directly
to a Business Process, users were required to populate the Topic adapter property. this is no longer the
case.

MOD - Rest Adapter - Added AllowAutoRedirect property. Developers can set this to false if they don't
want the adapter to automatically follow redirect responses, instead opting to handle the redirect in a
business process.

Runtime

FIX — Database Required on Startup - If a solution was configured to run that did not have a database
associated with the configured deployment group, the following warning would be written to the
master log file twice when attempting to start the endpoint host:

2022-11-17 14:56:53.574-08:00 [4] WARN - System.Data.SqlTypes.SqlINullValueException:
ConnectionString is Not Initialized

Neuron 3.7.5.543

Event Processor
FIX — Failed to restart if Rabbit MQ error occurred — The Event Processor would stop processing events
in the queue if there was a Rabbit MQ specific error. This has been corrected.

Messaging
MOD — Rabbit MQ — The Event Processor and Rabbit MQ Topics have been updated to use Rabbit MQ
Client APl version 6.4.0. The previous version was 6.2.1.

Adapters
NEW - NetSuite Adapter - Added support for WSDL versions 2021.2 and 2022.1

NEW - NetSuite Adapter - added support for version 2022.1 of the SOAP API


https://www.peregrineconnect.com/documentation-kb/process-step-reference-guide/#ch_38

MOD - NetSuite Adapter - Added the reply message property "netsuite.AccountSpecificUrl". After a call
to NetSuite, this property on the response message will contain the account-specific URL used when
making the call to NetSuite. An example of where this property could be used - when adding a sales
order to NetSuite, you need to create a send a URL to that sales order to a different application (i.e.,
SharePoint).

MOD - NetSuite Adapter - Added support for the "Preferences" header. This header contains per-
message overrides for these company-wide settings:

e disableMandatoryCustomFieldValidation
e disableSystemNotesForCustomFields

e ignoreReadOnlyFields

e runServerSuiteScriptAndTriggerWorkflows
e warningAsError

These are only exposed as message properties, as they are overrides to company-wide settings.
Developers should only be using these properties when they need them.

FIX - Metadata Retrieval - the wizard wasn't properly checking for existing JSON Schemas, JSON
Documents or Swagger documents before adding those generated.

Business Processes

NEW - Lookup Process Step — A new process step has been added that provides the ability to perform
simple value lookups from a database table. The table has three fields — Category, Id and Value. The
developer provides the Category and Id, with the value being returned. The Lookup Process Step also
provides the ability to add, update and delete key-value pairs, giving you the option of building the table
over time as messages are processed.

NEW - Lock Process Step — A new process step has been added that will only allow one instance of the
same process to execute the contained block of process steps at a time.

Workflow
FIX - The PersistentDelay Activity — This would throw a null reference error upon using the activity in the
designer.

FIX - The Timeout Activity — This could not be tested properly at design time especially if it contained a
persistent delay activity. This would cause the design time test to be unable to resume the bookmark
which would cause the workflow to abort when attempting to resume the bookmark.

Data Mapper
FIX — Padleft and PadRight transformations - Padleft/PadRight have been modified to consider the input
as total length of field instead of always padding given fix input characters.

FIX — Sequence did not match target schema - Updated output of the map so that it should display an
element sequence that matches the sequence in the target schema.



Monitoring

FIX - REST APl throws Error = The API (/neuronesb/api/vl/runtime) would throw an error in the case if a
solution loaded to ESB service instance had other then XML file(s) existing in DeploymentGroups or
Zones folders which are not valid xml.

Event Processor
MOD — Rabbit MQ — The Event Processor has been updated to use Rabbit MQ Client API version 6.4.0.
The previous version was 6.2.1.

Runtime

FIX— Memory Leak with XSLTs - When loading Xslt Neuron Objects for the runtime's configuration. the
test input and ouput messages would be loaded as well. This could cause a lot of memory consumption
if the messages were large (i.e. a MB or so). Now we do not load the test messages in the runtime.

Neuron 3.7.5.519

Adapters
FIX - Salesforce Adapter - when generating metadata for outbound messages, XML samples were not
being generated.

FIX - NetSuite Adapter - when generating metadata for certain entities (i.e. SalesOrder), when selecting
the option to generate sample XML you would receive a "Root element is missing" error.

FIX - Salesforce Adapter - Fixed errors received when using the Metadata Generation Wizard to generate
metadata for outbound messages.

FIX - NetSuite Adapter — Fixed errors received when using the Metadata Generation Wizard to generate
metadata for different combinations of entities and operations.

Business Processes
FIX - Custom Process Steps - Fix for a dynamic compiling issue when adding custom process steps. The
error received is similar to this:

error CS1519: Invalid token '+"in class, struct, or interface member declaration

Runtime

FIX — Neuron ESB Service could shut down with a License failure - Fixed an exception that occurs when
the Peregrine Connect license server becomes unresponsive right in the middle of a server-side license
validation call. By default, the Neuron ESB runtime performs a validation check of the user license each
day. If the Neuron ESB Server cannot connect to the Peregrine License server for more than 15 days, the
Neuron ESB service will shut down. However, this bug caused the Neuron ESB Service to believe it was
offline for the maximum threshold of 15 days and hence would shut down. Now If this occurs, the
validation process will returns the expected result as if the server was offline.



Neuron ESB Explorer

FIX — Neuron ESB Explorer crashes when user attempts to open it — When opening the Neuron ESB
Explorer, it attempts to create the default location for all Neuron Solutions. The full path for the default
location is 'C:\Users\<username>\Documents\Neuron ESB 3'. If the Neuron ESB Explorer could not
either access it or, it if doesn’t exist, create it, it would shut down with the error below. Rather than
shut down, we now inform the user that we cannot access the folder.

Exception Details

System.lO.FileNotFoundException: Could not find file
'C:\Users\<username>\Documents\Neuron ESB 3.
File name: 'C:\Users\<username>\Documents\Neuron ESB 3'
at System.lO.__Error.WinlOError(Int32 errorCode, String maybeFullPath)
at System.|O.Directory.InternalCreateDirectory(String fullPath, String path, Object
dirSecurityObj, Boolean checkHost)
at System.|O.Directory.InternalCreateDirectoryHelper(String path, Boolean checkHost)
at Neuron.Explorer.Program.CreateSolutionDirectorylfNotExist()
at Neuron.Explorer.Program.Run(String[] argument)
at Neuron.Explorer.Program.Main(String[] args)
Additional Information

Please review the error information. If you are unsure about how to resolve the error, please
email Neuron ESB Support (NeuronSupport@neudesic.com) and include the error details.

Services

FIX — Service Policy would attempt an additional Retry — If a user configured the Service Policy for zero
retries, the runtime would still attempt to retry the service call. Any configuration of the policy retry
greater than zero would also be internally incremented by 1. Also, the total number of retries reported
in the logging would always be the number of configured retries -1. This has been corrected.

Neuron 3.7.5.510

Workflow

FIX — Correlated Messages appear Stuck - Correlated workflow messages that were queued in the
database could become stuck in certain cases if the correlation id used was not unique to a workflow
instance, or if the workflow instance completed without receiving the queued message (e.g. if a Receive
Message activity was contained in a Timeout activity's body and the timeout elapsed before the
message was received). Now, the queue is checked to see if it contained anymore messages that would
correlate to the workflow and those messages are reprocessed.

FIX — Timeout Activity fails to work properly - The Timeout workflow activity did not properly execute or
handle contained Receive Message activities resulting in hanging workflows if the Receive Message
activity caused the workflow to unload.



FIX — Workflow would fail to resume on Failover - In many cases, if a Workflow Endpoint's Endpoint Host
failed, Workflows would not properly resume upon failover resulting in stuck or duplicated workflows,
orphaned workflow commands in the database, and possible message loss. Now, workflows should
properly resume upon failover, workflow commands should only exist in the database for workflows not
in a terminal state, and correlated messages that were in the database table should be reprocessed
upon failover/startup of the workflow endpoint.

NOTE: If the Workflow Endpoint's topic is RabbitMQ, messages should never be lost, or duplicate
processed even upon the Endpoint Host process getting terminated as long as publisher confirms or
transactional is used with persistent queues. This is only the case with RabbitMQ topics as it is the
only transport with the functionality to provide such behavior. In the case of MSMQ topics, messages
should never be lost in a transactional queue, but duplicate message processing may occur upon
failover since MSMQ does not provide a mechanism to determine if a message is a redelivery. Any
other topic transports do not guarantee against message loss or duplicate processing upon failover
(TCP, Named Pipes).

FIX — Correlation fails - Workflow correlated messages may not correlate properly or cause undesired
workflow behavior (such as starting a workflow for a message that should have correlated to a running
workflow) in the case that a non-unique, non-per-workflow-instance correlation id was used and the
messages were processed in quick succession.

FIX — Operations on Workflow could fail - In the case that there are no concurrent workflow slots left,
operations performed on workflows from Neuron Explorer's WF Tracking page would not execute until a
slot became free. Now the operations are executed without regard to the max concurrent workflow
setting unless the operation would start a workflow that is in a non-running state (i.e. unloaded or
aborted)

FIX — Endpoint Health Ul could freeze on Workflow Operations - Neuron Explorer Ul would
freeze/timeout if the workflow operation takes time to execute (e.g. canceling an instance locked WF
from Workflow Tracking)

FIX — Messages fail to reprocess on Failover event - Messages can get stuck upon failover in the
correlated wokflow queue. They were not getting reprocessed upon failover due to the
lockedByMachine element being null in the database.

FIX — Continual reprocessing of messages - There is a rare issue with workflow that can cause messages
to be reprocessed until failure or restart of endpoint host. This issue can occur if an endpoint host
failover causes a workfow to resume on a different machine, then the workflow issues a
ResumeBookmarkCommand which is picked up by a different machine than the workflow failover
resumed on, and then the correlation id is reused. Any messages with that correlation id that are picked
up by the workflow host affected will not be processed properly and eventually wind up in the failed
messages table.



FIX — Workflow command fails if IP Address is used - Endpoint health in Neuron Explorer would not
execute the commands for the endpoint hosts if an IP Address is used instead of a machine name in the
machines tab in the deployment group settings.

FIX — Failover fails with more than 1 Primary Host declared - Endpoint Host Failover would not occur
properly in the case that there is more than one primary endpoint host resulting in endpoint hosts not
failing over or starting up more instances than desired.

Runtime

Single Instance Endpoint Feature

NEW - Single Instance now supported with Endpoint Host - Single Instance endpoints (certain adapters
in a specific mode and any service connector service endpoints) can now be ran in endpoint hosts.
Previously, they had to be hosted in the ESBService process by choosing blank in the endpoint host drop
down. Neuron will always try to keep a single instance of the endpoint running across all endpoint host
instances in the case an endpoint host or the endpoint itself fails.

Endpoint Host Failover Behavior

Neuron will always try to concurrently run as many instances of an Endpoint host that are marked as
primary across the server cluster (only 1 instance of a given endpoint host can be up per machine). Only
one endpoint host instance should be marked as failover in a cluster/per endpoint host though many
multiple primaries are supported, and message ingress will be load balanced across all active instances
(including message correlation).

If an endpoint host misses a heartbeat by more than four times the client refresh interval, the failover
instance will start up (this includes if the host was shut down manually from endpoint health) or, in the
case the Endpoint Host's status is "FAILED", the failover may be detected and initiate much faster.

If an endpoint host instance fails or is manually stopped from Endpoint Health, it will not automatically
start back up in the case another endpoint host instance goes down (i.e. fail back over) until it is
manually restarted from endpoint health (restarting it this way will not start it up if there is already
enough instances running...i.e. the number of instances marked as primary). This gives the user a chance
to determine why it failed and to prevent failure loops/server resource consumption.

An endpoint host can be manually switched to another machine by stopping the endpoint host from
endpoint health and waiting the four times client refresh interval timespan. Support for choosing which
server to switch it to and not having to wait is planned for a future release.

For Workflows, during a failover of the Endpoint Host any workflows that were still running on the failed
host will most likely go through the "Instance Locked" state. By default, this is 1066 seconds (approx.) in
which the workflow is occupying a concurrent slot and will prevent any correlated workflows from
starting that would match that instance's correlation id (same for processing messages which will begin
to reprocess upon the time passing). The time that it will remain locked can be controlled by modifying
the transientFaultHandling element in the NeuronEndpointHost.exe.config file. This should not be set



below the maximum time the SQL Server may be unavailable for in the case of transient and
intermittent issues.

Some examples are:

Incremental Strategy which retries immediately on first failure, with an initial retry interval of 5 seconds,
and with a 2 second delay between retries added on after each failure, that retries a max of 5 times. This
will lock workflows for 160 seconds: (2 + 7+ 9 + 11 + 16 seconds due to firstFastRetry being true + the
total retry time and timeout from the actual database connection settings which is set to 75 total
seconds in this example) + a third of the sum in parenthesis as a buffer:

<neuron.transientFaultHandling defaultRetryStrategy="incremental">

<incremental name="incremental" firstFastRetry="true" retrylncrement="00:00:02"
initialinterval="00:00:05" maxRetryCount="5"/>

</neuron.transientFaultHandling>

Fixed Interval Strategy which retries immediately on first failure, with a fixed retry interval of 5 seconds,
that retries a max of 5 times:

<neuron.transientFaultHandling defaultRetryStrategy="fixedInterval">

<fixedInterval name="fixedInterval" firstFastRetry="true" retrylnterval="00:00:05"
maxRetryCount="5"/>

</neuron.transientFaultHandling>

Exponential Backoff Strategy which retries immediately on first failure, with an initial retry interval of 5
seconds that increases on each retry to a max of 1 minute, with the increase added to the minBackoff
and being calculated by ((2*RetryCount) - 1) * (Random Number Between .8 * deltaBackoff and 1.2 *
deltaBackoff), that retries a max of 5 times:

<neuron.transientFaultHandling defaultRetryStrategy="exponentialBackoff'">

<exponentialBackoff name="exponentialBackoff" firstFastRetry="true" minBackoff="00:00:05"
maxBackoff="00:01:00" deltaBackoff="00:00:10" maxRetryCount="5"/>

</neuron.transientFaultHandling>

Adapters

FIX - Dynamics CRM Web API Adapter - fixed issue when using windows credentials against an on-
premises instance - users would receive "AdapterRestConnector - Reply message: HTTP Error 401 -
Unauthorized: Access is denied" error.

FIX - Salesforce Adapter - fixed issue when the request message included SOAP headers. When the
headers are not using the correct namespace, the adapter removes them because Salesforce will reject
them. However, when attempting to remove the header the adapter would throw an exception.



Neuron 3.7.5.502

Adapters

FIX — Metadata generation for NetSuite produced undefined elements in Schema — This only affected
the entity "Opportunity". The correct Search metadata was not being added resulting in undefined
elements in the schema.

FIX — MQSeries Adapter — A property exception would occur when selecting the Queues dropdown
property in the adapter endpoint property grid.

NEW — Active Directory Adapter new properties — Additional account information properties have been
added to Publish mode and Query mode. In Publish mode, these will appear as 3 custom message
properties, i.e. AD.AccountStatus, AD.AccountLockout and AD.PasswordExpired. In Query mode,
properties will appear as sub elements within the new “AccountStatus_Attributes” element located
under the Entity element of the returned query message. A sample appears below:

<AccountStatus_ Attributes>
<Status>ENABLED</Status>
<Lockout>False</Lockout>
<PasswordExpired>False</PasswordExpired>
</AccountStatus Attributes>

Business Processes

FIX — Child Process error would not propagate to parent Process - If a child Business Process (one called
via the Execute Process Step) threw an exception, it would NOT be propagated to the calling Business
Process so that it could be captured and reported there.

FIX — GZIP not working with Compression Process Step — If set to use GZIP, the Compression Process
Step would throw a null reference exception when trying to unzip a message.

Messaging
FIX — Rabbit MQ Topic would fail to start when using SSL — Users would receive an error indicating the
following: A reference to the RabbitMQ Vhost '/' could not be obtained. This has been fixed

Neuron ESB Explorer

FIX — Rabbit MQ Queue Management would fail when using SSL — User would receive the following error
on the top of the Queue Management screen: An error occurred connecting to RabbitMQ Management
Port, ‘15671’, on ‘machine name’. The underlying connection was closed. This has been fixed.

Runtime

FIX — Heartbeat throws SqglNullValueException — The Checkheartbeat function within the master service
will throw an error like the one below if the PrimaryHostName field returns null. This can happen due to
old data being left over in the EndpointStatus table from a previous version of Neuron.

An exception occurred while monitoring the farm endpoints. Data is Null. This method or
property cannot be called on Null values.



System.Data.SqlTypes.SqINullValueException: Data is Null. This method or property cannot be
called on Null values.

at System.Data.SqlClient.SqlBuffer.get_String()

Installation

FIX — Patch PowerShell Script throws hash error — If a user ran the PowerShell script that shipped with
the 3.7.5.489 release to update an existing instance of 3.7.5, the error below would be encountered.
This was due to an invalid signature on the patch.

PS5 D:“Install\NeuronESBE_3.7.5>

Neuron 3.7.5.489

Messaging

FIX — Message Loss - If messages are being sent to a party and the ESB Service, Endpoint Host, or
Endpoint hosting the party is shut down gracefully, messages may be lost because they may still be
pulled off the underlying topic during shutdown (e.g., may be consumed off a RabbitMQ topic queue)
but the handler that processes the message may do nothing with it.

FIX — Double Message Delivery - In the case that Party.Pause() is called to disconnect from the Topic and
then Party.Resume() is called later, messages can be double processed due to the handler being
attached more than once.

Auditing

FIX — Auditing may throw Null Exception - If a message needed to be audited while the Party was
disconnecting from a topic, a null reference error may be thrown due to the audit proxy being closed
before the channel was closed.

Services

FIX — OAuth Token becomes invalid if Security Exception is thrown - Service Connectors did not refresh
OAuth tokens when a security exception returned from a called service — This has been changed so now
if a Security Exception does occur, Neuron ESB will automatically refresh the OAuth Token and retry the
service call.

FIX — Failed to recognize the “expires in” OAuth Token value - Fixed issue with Azure Active
Directory/ADFS and Thinktechure OAuth providers not storing the access token "expires in" value which
is used when determining whether to refresh the access token at runtime.

Business Processes
NEW- Added Thread Safety to Custom Business Process Steps - Added "RequireThreadSafety" attribute
to PipelineStep<T> with a default value of false. When set to true, it forces a new instance of the process



step class to be created with each process instance execution. This comes at a 10-15% performance hit.
This solves the issue where custom process steps have private variables whose values change during
execution of the process step. Set to false (which is the existing default behavior), when a process
executes, each process step is instantiated once and reused (this is per process/per "host"). Under heavy
load, if a class variable can be changed during execution, it could affect other instances of the process
steps. Setting the new ” RequireThreadSafety” attribute to true prevents this.

Samples

FIX - OAuth Azure sample - Removed Neudesic Tenant Id from Azure sample and changed the prefix of
the client connector id to “api://” from “Error! Hyperlink reference not valid.” as that is new default for
Azure AD application URI. Added link to more identity server consumer examples.

Adapters
FIX — Socket Adapter could throw Errors and Warnings — The Socket Adapter could throw warnings and
errors anytime (roughly a minute apart). These could look like the following:

"The Client socket faulted but successfully reconnected: error code TimedOut"

and/or

"A call to Read to a server socket returned 0 while reading the message header. The client socket
adapter still appears connected, but two more attempts to read returned 0. Attempting to
reconnect.”

and/or:
"The message cannot be sent to the TCP socket because the socket has been disposed.”

Installation

FIX — Rabbit MQ and Erlang would fail to install — If a user chose to install Rabbit MQ or Erlang, the
installation would fail as the URLs used to download the packages had changed. The URLs have been
updated in the installer. The correct URLs did already exist in the existing Readme.html file.

Memory Leaks

FIX — Workflow Memory Leak due to replication of configuration — We found instances where the
Neuron ESB Workflow Service would unnecessarily replicate the existing configuration in memory if a
user saved the solution that the runtime was using.

FIX — The memory of the Operation Service hosting the REST APl would grow on each API call - The
NeuronOperationService process would consume memory and not release it for the lifetime of the
process when API calls were made against it. This would occur when using any of the APIs available, such
as retrieving endpoint health metrics.

NOTE: In certain cases where the Operation Service needs to load the configuration, such as calls to the
Client Connectors Configuration API, the memory will jump due to the configuration being loaded into



memory. Any subsequent calls should not increase memory usage and should be released upon CLR
Garbage Collection.

KNOWN ISSUE — Memory footprint of Client Context will double first time a solution is saved for a
running instance — The Client Context within a Party is reinitialized every time a solution is saved in a
running instance. During this process the Client Context still holds on to a copy of the Configuration, so
upon saving a running configuration for the first time, the memory footprint will double for the
configuration object the first time but remain the same on subsequent saves.

Startup
FIX — Neuron ESB fails to start with Machine name not found error — The Machine Name may not get
properly resolved at startup. This has been resolved.

Data Mapper
The following fixes have been implemented in the Data Mapper

1) Disable standard spellcheck error for expression text input.

2) Corrected display for Source and target document type in auto mapper dialog.

3) Load optional 'End Index' value for 'Sub String' action(s) as empty if it's not specified, instead of
incorrectly setting it to zero while opening map again.

4) Changed default action as ‘Copy To’ with index zero for 'One to Many’ type mapping, instead of
previous 'Split' default action.

Utilities and Tools
The following fixes have been implemented in the Tracepoint Utility:

1) Conditions were not getting reloaded when editing.

2) Overwrite or new config option when saving

3) Extension Assembly was not getting set when editing

4) Extension Assembly original path is stored in the instead of just the dIl name. but at run time the

DLL name is used to locate it under WiretapExtensions folder of the Event Processor Home
directory.

5) Fixed issue in locating the extension type from the specified assembly

6) The body XPATH and truncate body processing is now applied (if specified) even after extension
processing.

Neuron 3.7.5.472

Adapters
NEW — Added Refinitiv Web Socket adapter

NEW — Drop Box Adapter — Query mode has been added

NEW - Box Adapter — Query mode has been added



Business Processes
FIX — Process Step name could be incorrect when testing - When testing a process step with
synchronous threads (i.e., Parallel step), the step name in the output window was incorrect.

Services

FIX — Could not Load File error when using Service Route - When creating a Service Routing Table, when
clicking on "Configure Endpoint" in Neuron Explorer, an exception would be thrown due to a missing dll:
"Could not load file or assembly 'ActiproSoftware.Editors.Wpf..."

NEW - Added a NetSuite OAuth Provider
NEW — Added Refinitiv OAuth Provider

FIX — Azure/Thinktechure OAuth Providers not storing “expires in” header - Fixed issue with Azure Active
Directory/ADFS and Thinktechure OAuth providers not storing the access token "expires in" value which
is used when determining whether or not to refresh the access token at runtime. Also modified the
runtime to force a refresh of a token when a security exception returned from a called service

Messaging

FIX — Message Loss - If messages are being sent to a party and the ESB Service, Endpoint Host, or
Endpoint hosting the party is shut down gracefully, messages may be lost because they may still be
pulled off the underlying topic during shutdown (e.g. may be consumed off a RabbitMQ topic queue) but
the handler that processes the message may do nothing with it.

FIX — Duplicate Message scenario - In the case that Party.Pause() is called to disconnect from the Topic
and then Party.Resume() is called later, messages can be double processed due to the handler being
attached more than once.

FIX — Null Reference could occur in Audit Proxy - If a message needed to be audited while the Party was
disconnecting from the topic, a null reference error may be thrown due to the audit proxy being closed
before the channel was closed.

Neuron 3.7.5.462

Neuron ESB Explorer
MOD — Samples — All samples have been updated

Neuron 3.7.5.452

Data Mapping

FIX - Namespace for XML collection element - When source xml/xsd document imported with collection
type element having xml namespace prefix as ‘abc’ for tag “URI1” and at runtime actual xml message
element has different prefix, for example, ‘pgr’ for same tag “URI1”. In such cases source values were
not transferred or mapped to target field due to change in name space. This has been corrected to that



it finds the source element from message by matching actual tag “URL1” value to find correct element
from source message and transfer its value as per mapping detail by ignoring namespace.

FIX - XML attribute mapping and handing namespace for Xml attribute - When mapped xml attribute
element has xml namespace prefix, then data mapper was not transferring such attribute value due to
prefix namespace is not validated correctly from actual source xml message. This has been corrected so
that it finds the correct xml attribute element based on xml namespace in actual xml message so that its
value get transferred to target field as per mapping

FIX - Added namespace for child element for xml document - When XML document with attribute is
imported in data mapper for source/target, all XML attributes are not correctly mapped to element, so it
was not possible to map attributes. This has been corrected so that it imports XML attribute correctly so
that one can create correct map. This did work correctly though with XSD schemas.

Services

NEW - Service Routing Tables and XPATH— Added a new property helper that can be used when
configuring an endpoint in a service routing table. The new property helper, called BodyXPath, can be
used to lookup a value from an incoming XML body using an XPath expression. The syntax of the
property helper is {#BodyXPath(<XPath>)}, where <XPath> would be replaced with a string containing an
XPath expressing that will return the value to insert. The BodyXPath property helper can be used when
setting the Local Path, header values and Url Parameter values.

NEW — Service Routing Tables can route to Adapter Endpoints — Adapter Endpoints that are configured
for Subscribe or Query mode can now be added as configurable routable endpoints.

FIX — Condition Evaluation — The issue could appear when using conditions that use the expressions
SOAP, HTTPQuery or HTTPHeader. If the incoming message does not contain any values of the selected
expression, then the condition would return as true. For example, if you use the expression
HTTPQuery:Name Equals (text) Neuron, and if the HTTP request does not contain any query parameters,
the condition would have returned true.

Configuration

FIX — On Demand Loading of documents could fail in Adapter Endpoints - When adapters are started up,
they are passed a lite configuration that was missing the configuration service address. This address was
necessary for on-demand loading of items into the lite configuration like documents from the Document
Repository.

Adapters
MOD — SMTP Adapter = Modified to utilize the configuration service when attempting to retrieve an
XSLT.

Licensing
FIX — Trail License request would fail — If a user requested a trial license through the installer, it would
fail with a message that no-reply@neuronesb.com exists. This has been fixed.



mailto:no-reply@neuronesb.com

Workflow

FIX — Execute Process Activity logs to incorrect files - If a workflow definition used the Execute Process
activity and the desired process to execute used the PipelineContext.Instance.Trace* methods to write
to the Neuron logs, log entries could get written to the wrong logs and/or get double logged.

FIX —"For" workflow activity fails to increment — The “For” workflow Activity didn't execute the iteration
or initialization properly causing it to be unusable. Now it works, but any existing workflow definitions
that contain the broken "For" activity must first remove the activity from the definition using the version
of Neuron that contains the broken "For" activity. Then Neuron can be updated and the new working
"For" activity can be re-added.

Topics

FIX: Rabbit MQ fails to Audit message if Failure occurs - If a RabbitMQ topic was set to publish confirm
transaction type and there are messages still active in the RabbitMQ channel during a disconnect, an
exception would occur when the messages were being audited to failed messages and the messages
would not be audited.

Neuron 3.7.5.433

Adapters
NEW — IBM MQSeries Adapter - added ability to cache the Queue or Topic on publish mode so we don't
connect and disconnect on every poll.

NEW — Microsoft Exchange Adapter — This has been updated to support the optional use of OAuth using
the Client Credential Grant Type of the Azure Active Directory OAuth Provider, specifically to support
Office 365 in the cloud.

NEW — PublishESbMessage() in Subscribe Mode Adapters — We now support users calling this method in
Subscribe mode custom adapters. Previously, if used, this would silently fail as it was designed originally
for publish mode adapters.

FIX — Rabbit MQ Adapter Publish mode exception — When using version 3.9 or later of Rabbit MQ server
and submitting a sample message using the Rabbit MQ management portal to a queue that the Neuron
ESB Rabbit MQ adapter is monitoring in publish mode, the following error would be reported:

Neuron.Esb.Adapters.AdapterPublishException: An error occurred while publishing to the bus.
RabbitMQ delivery tag of 1. ---> System.NullReferenceException: Object reference not set to an
instance of an object.

at Neuron.Esb.Adapters.RabbitMQAdapter.a(BasicDeliverEventArgs A_O, List'1 A 1)
at Neuron.Esb.Adapters.RabbitMQAdapter.a(Object A_0, BasicDeliverEventArgs A_1)

This is due to a bug within the Rabbit MQ client API stack where the IsHeadersPresent() method no
longer works. This has been compensated so that the message will publish successfully.



Messaging

FIX — Rabbit MQ Topics — If the Rabbit MQ Management Portal was configured for SSL, the Neuron ESB
Topic would fail to connect. Now we first connect via HTTP, if that fails, we attempt an HTTPS
connection.

MOD — Rabbit MQ Topics — If a Party subscribed to a Topic and it received a message from another
instance of the same Party, the message would be silently discarded. Now if a Source ID of the Sender is
the same as the Receiver, we'll write an informational message to the endpoint log file similar to the
following:

ConsumerReceived: The Source ID '{0}' of the Sender is the same as the Receiver. Message
received on '{1}' Rabbit MQ Topic with Consumer Tag of '{2}' Will be DISCARDED."

Runtime

MOD — Determining Operating System — Previously Neuron ESB used WMI to determine the Operating
System information of the machine. This has been changed to use the
System.Runtime.InteropServices.Runtimelnformation API.

MOD — Determine the number of Cores — Previously we used the System.Environment.ProcessorCount
for determine the number of cores the underlying machine or virtual machine was configured for. We've
changed this as it could provide inconsistent results. We now use WMI

MOD - Licensing Validation — On startup, we used to compare the number of cores that were originally
registered for the machine at installation vs the number of cores that exist at the moment of startup. If
they were different, startup would abort, and the user would be prompted to deactivate the license and
re-activate it. We've removed this startup validation to prevent unexpected production stoppages.

MOD — Dynamic Port Allocation — At runtime, if the default port for the Endpoint Host communication
(defined in the appsettings.config file) is in use, we’ll make 5 attempts to obtain a lock on it, waiting 5
seconds between attempts. If we fail, we’ll find the next available TCP port within the 1000 port range.
Previously, we just made one attempt and then assigned a new port. We changed this behavior because
sometimes Windows will maintain a port in use temporarily even when the ESB Service has been
stopped. This could occur if the ESB Service was quickly restarted.

NEW — Security Checks Added — At startup checks will be made to ensure that the ESB Service and the
Neuron ESB Explorer have the appropriate rights to the Solution, log and Temp directories. If not, the
appropriate SecurityException error will be thrown and recorded.

Services

FIX — Client Connector using net.msmq Binding fails — If a Client Connector was configured to use a
net.msmq binding, it would fail on startup but would not show errors in the Neuron ESB log file for the
endpoint. However, if WCF tracing was activated, the following error would be recorded in the WCF
trace log for the endpoint:



System.NullReferenceException: Object reference not set to an instance of an object.
at NeuronEsb.Server.Runner.ESBClientConnector.SetClientConnectorState(Message p1)
at NeuronEsb.Server.Runner.ESBClientConnector.ProcessMessagelinternal(Message message)
at NeuronEsb.Server.Runner.ESBClientConnector.ProcessMessagel(Message p1)

NEW — Additional Authentication Modes Added - Added support for UserNameForCertificate and
UserNameOverTransport authentication modes in custom WCF bindings to support WSE scenarios.

FIX — Service Route Tables — Previously, there was no way to pass through the Incoming REST Method to
a Routable Endpoint. Now, if the Routable Endpoint is configured with a blank REST method, the
incoming one will be used.

FIX — Service Route Tables — If a user made a copy of a Routable Endpoint by selecting “Copy” from the
shortcut menu, a reference copy would be made instead of a clone. Hence if a user changed a property
in the original one, the new property value would appear on all the copies. This has been corrected.

NEW — Service Route Tables — When configuring a Routable Endpoint, users can now choose to clear (i.e.
remove) the returned message (“Clear Outgoing Message Body” property). This is represented by a
check box on the Body tab.

FIX — Service Route Tables — Enabling Auditing on the Response message on the Settings Tab would
result in the request body being audited instead of the outgoing response body.

Business Processes
FIX — HTTP Client Utility Process Step - Fixed Http Client Utility dialog so that the Neuron ESB Explorer is
its parent and it will no longer disappear behind other windows.

FIX —HTTP Client Utility Process Step - When x-www-form-urlencoded is selected for the body, an extra
'&' was being left at the end of the message body.

Neuron 3.7.5.409

Adapters

FIX — MSMQ Adapter generates format name error - The addition of auditing a failed message in build 3.7.0.851
introduced a bug. As part of that previous feature, we attempt to read the QueueName property of the queue we're
reading the message from. In some cases, that can throw the following error due to elevated permission
requirements:

Exception occurred reading the queue FormatName:Direct=0S:ITST-LLPAPPBETA\private$\masterdata. The

specified format name does not support the requested operation. For example, a direct queue format name
cannot be deleted.

System.Messaging.MessageQueueException (0x80004005): The specified format name does not support the
requested operation. For example, a direct queue format name cannot be deleted.

at System.Messaging.MessageQueue.GenerateQueueProperties()

at System.Messaging.MessageQueue.get_QueuePath()



at System.Messaging.MessageQueue.get_QueueName()
at Neuron.Esb.Adapters.MsmqAdapter.ProcessReceivedMessage(Message msmgMessage)

NEW — Rest Adapter. A new adapter that can be used to call Rest APIs has been added to Neuron ESB.
Unlike Neuron ESB Service Endpoints, which are based on WCF, this adapter utilizes
System.Net.Http.HttpClient to perform the Rest calls. This adapter can be used the same way a Rest
Service Connector would be used. It’s request messages can be created using the Http Client Utility
process step, or setting the same message properties in a C# process step. Instead of using a Service
Endpoint process step to call the API, you will use the Adapter Endpoint process step. The Rest Adapter
can be used to call any Rest API.

When would you use the Rest Adapter instead of a Service Connector? Here are two scenarios we've
encountered where WCF cannot call a Rest API:

e Including a body with the GET request
e REST APIs that do not include a “Content-Type” HTTP header on responses

There may be other scenarios where WCF cannot call a REST API, or where HttpClient is a better choice.
You can use this adapter for all Rest-based calls.

Runtime

FIX — Permission Issue on Configuration — Neuron ESB runtime as well as the Discovery Service runtime
require read/write permission to the folder where the Neuron ESB solution is loaded from. Generally, if
this is a local folder, there are no issues. However, if a UNC path is used (i.e. the solution actually exists
on a remote machine), its common that the accounts of these services may not be configured with the
appropriate permissions. For example, if a UNC path was used for the configuration without the
necessary permissions granted to the Discovery service account, the following error could be generated
when calling an operation on the Endpoint Health REST API:

Could not connect to net.tcp://localhost:0/MasterControl/

Neuron ESB as well as the Discovery Service are now checking the existence of the appropriate
permissions on startup and will throw a permissions error if the appropriate permissions have not be
granted to the service account.

FIX — Added System.Net.Http.Formatting redirect — Added the following redirect to all Neuron ESB
related .config files:

<dependentAssembly>
<assemblyldentity name="System.Net.Http.Formatting"
publicKeyToken="31bf3856ad364e35" culture="neutral"/>
<bindingRedirect oldVersion="0.0.0.0-5.2.7.0" newVersion="5.2.7.0"/>
</dependentAssembly>



Workflow

FIX — Execute Process Activity generates a NullReferenceException - If a workflow has an ExecuteProcess
Activity and the Neuron Process that it executes hits a Cancel Process Step, the workflow would abort
with a NullReferenceException. Now the Result returned to the ExecuteProcess Activity will be null in
the event the Cancel Process Step executes as opposed to throwing the NullReferenceException.

Neuron 3.7.5.395

Workflow

FIX — ObjectDisposed Error thrown with Execute Process Activity - If a workflow contained an
ExecuteProcess activity, there is the possibility of a ObjectDisposed exception occurring when the
activity is executed. The chance of this occurring is higher with more concurrent workflow instances
(threading related).

Security
FIX — SSL calls could fail — This was a bug introduced with build 3.7.5.389 — when making SSL related calls
through a REST based adapter (Salesforce) or Service Connector, the following errors may occur:

System.|O.I0Exception: Unable to read data from the transport connection: A connection
attempt failed because the connected party did not properly respond after a period of time, or
established connection failed because connected host has failed to respond.

at System.Net.Security. SsIStream.EndRead(IAsyncResult asyncResult)

Or
System.NotSupportedException: The requested security protocol is not supported.
at System.Net.ServicePointManager.ValidateSecurityProtocol(SecurityProtocolType value)
Neuron 3.7.5.389
Runtime

FIX — Startup Checks can cause unhandled exception - If startup validations routines fail, they could
cause the ESB Service to crash rather than gracefully shut down.

Database
FIX - 0046 sql script. The database version was not being updated unless a user ran a workflow.

If a user has ran a workflow and was on the old 0046 script, the database version would be updated to
46.

If a user was on the old 0046 script and did not run a workflow, the database version would remain at 45
and they would get warnings that the database needs to be updated (until a workflow was ran or the
new 0046 script was ran by updating the DB through Neuron Explorer).



If a user has not ran a workflow, they can just update the database from Neuron Explorer as normal as
the new 0046 script will run since the database version would still be marked as 45.

If a user has ran a workflow, they will want to consider running the ALTER PROCEDURE portion of the
new 0046 script, though there is no harm in leaving the old stored procedure from the old 0046 script.

Business Processes

FIX — Audit Step throws Null Reference when Testing - When a Business Process used an Audit Step.
during testing in the Process Designer, if a user tested the Business Process multiple times, any test after
the first one would fail with a null reference exception.

FIX — Audit steps exceeds pool size - In the Audit Step, the Maximum Instances for Pool Management
may sometimes be exceeded during high concurrency (i.e. when multiple threads are executing the
same Business Process object).

Retry Process Step — You can now dynamically set the retry count and delay properties for the retry
process step by setting the message properties neuron.retryCount and neuron.retryDelay in either a
code step or the Set Properties process step.

Adapters
MOD - File Adapter Error Header -Added the folder path information to the error header that gets
written if an error is thrown in publish mode.

MOD - File Adapter multiple instances can read the same file — The exclusive lock was ignored so the
adapter could process duplicate files if more than one instance of the adapter was running in the
environment.

FIX - Dynamics CRM XRM Adapter — fixed issue that could happen when you use a port number on the
server name for on-premises CRM deployments. The error received is similar to: “Unable to login to
Dynamics CRM, Error was : Metadata contains a reference that cannot be resolved:
'http://crm2015:443/NeuronDemo/XRMServices/2011/Organization.svc?wsdl&sdkversion=9'.".

MOD - Dynamics CRM XRM adapter — Modified to work with security requirements from Office365
logon to OAuth-based login when using Dynamics 365 online.

Repository

FIX — KeyNotFound Exception recorded in Event log when resolving XSLT Includes - Added a new Xml
resolver to use for Xslt include lookups. Previously we use a single Xml resolver for both Xsd and Xslt
lookups. This caused unnecessary KeyNotFoundException errors to appear in the event log when looking
up Xslts.



Neuron 3.7.5.381

Workflow
FIX — Unable to Cancel Workflow - Fixing issue where workflows would not cancel from Workflow
Tracking in Neuron Explorer if they are in a running state.

FIX — Unable to Cancel Workflow - Fixing issue where Execute Process workflow activity would not
cancel if contained within a timeout activity when the timeout occurs.

FIX — Completed Time not populated in Endpoint Health - fix to show completed time on workflow
tracking when a workflow is canceled or terminated.

Business Processes

FIX - Service Endpoint Process Step — Fixed bug when dynamically setting which service connector is
executed by the Service Endpoint Process Step using the property Context.Data.Header.Service. If the
process step was configured with a Service Endpoint selected in the dropdown list, the value set in
Context.Data.Header.Service would be ignored.

Neuron ESB Explorer

FIX — Unable to Test XSLT Documents - Xml Transformations Repository — Fixed error when using Neuron
ESB Explorer to test an XSLT containing includes that reference other XSLTs in the repository using the
“esb:” syntax. You would receive the error “The transformation failed due to the error below. XSLT
compile error.”

FIX - Identity Server OAuth Provider - Enabled the Test function when you are creating the OAuth
Provider in Neuron Explorer.

Services
NEW - Added OAuth support for SOAP-based client and service connectors

Installer

MOD — Java Runtime Replacement — During installation, Neuron ESB will now install the Open JDK
version 16, rather than Java 1.8. This is required for Data Mapping. Open JDK does not require a runtime
license.

Neuron 3.7.5.372

Services

FIX - Azure AD/ADFS OAuth Provider - on-prem ADFS stopped working with latest updates - would
receive "Unable to obtain an access token - Authority validation is not supported for this type of
authority. Parameter name: validateAuthority. This was a bug introduced with build 3.6.0.1327



Adapters
FIX — File Adapter — When configured for Publish mode and Polling, Polling would not commence. This
was a bug introduced with build 3.6.0.1337

Business Processes

FIX — Timeout Process Steps throws Client Context exception - If a Neuron Business Process contained a
Timeout step, the steps inside could throw an exception due to the ClientContext being null. For
example, if a Timeout step contains a Service Endpoint step, this will cause the Service Endpoint step to
throw an exception.

Neuron Runtime

FIX — Environment Variables not being available - If a user configured the Neuron runtime to use Neuron
Environment Variables that are defined in the App.config of the ESBService, if the environment variables
are desired inside a Neuron Business Process when connecting with a remote Neuron client (i.e. using
the Neuron Client SDK), and if the Neuron Environment Variables were used in a Neuron Binding (e.g.
the URL for a Service Connector), the values contained in the App.config were not reflected in the
Binding (e.g. reading the URL for a Service Connector in a C# step using the Neuron Configuration
object). This bug should have only occurred if the Neuron Client/Party executing the Neuron Business
Process is not hosted within the ESBService or an Endpoint Host.

Endpoint Health
FIX — Workflow “Waiting” Performance Counter - If there was a timeout activity that contained a
ReceiveMessage activity, the "Waiting" counter in endpoint health would increment too much.

FIX — Endpoint Host stats incorrect - The Endpoint Host's stats were not being aggregated from the
endpoints that it hosted.

Migration

FIX — Opening 3.6 solutions did not migrate Client Connector Settings — When opening a 3.6 solution in
the 3.7.5 Neuron ESB Explorer, the Process Mode settings for a Client Connector were not getting
updated. This could result in a 3.6 Client Connector which was configured to run a Business Process,
would instead be configured for Messaging, with a blank Topic and Party.

Neuron 3.7.5.365 (3.7.5) Features
Neuron ESB 3.7.5 is being released in conjunction with the release of the Peregrine Connect

Management Suite 1.1. As an integral part of the Peregrine Connect Integration Platform, Neuron ESB

provides critical runtime facilities and features that collaborately simplify the design, deployment, and
management of an organization’s enterprise integration needs.

The Peregrine Connect Integration Platform provides a suite of applications that helps organizations
meet any integration demand — from on-premise and cloud applications to various data sources and
devices. Using the Peregrine Connect Integration Platform any number of workloads can be simplified,
deployed, and monitored; from APl Management and automated Workflow to scheduled integration
flows and Alerting and Notifications.


https://www.peregrineconnect.com/article/peregrine-connect-management-suite-1-1-released/
https://www.peregrineconnect.com/article/peregrine-connect-management-suite-1-1-released/
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This release introduces an array of new and complimentary capabilities within Neuron ESB and the
Management Suite. Neuron ESB 3.7.5 generates the necessary event data that allows the Management
Suite to effectively monitor environments while delivering Alerting and Notifications, API Management,
Scheduling, and other features to organizations looking to accomplish their application integration,
workflow automation, and APl management goals.

If you’re using previous versions of Neuron ESB today, please download the Neuron ESB 3.7.5 setup to
update your existing installation. Current customers can obtain either the Patch or the full installation
from the Neuron ESB Support website. If you are new to Neuron ESB, you can download the full
installation from the Peregrine Connect website.

Neuron ESB 3.7.5 adds some exciting new features to the Peregrine Connect Integration Platform, some
of which include:

e Graphical Data Mapping

e Containerization of Endpoints

e Service Routing Tables

e Client-Side OAuth Providers

e Business Process Scheduling

o Wiretap Tracing Neuron ESB Messages
e Rabbit MQ Quorum Queues

All the changes included in the Neuron ESB 3.7.5 release can be found in the Neuron ESB Change Log,
which gets installed with Neuron ESB. This article focuses on the major feature additions as well as their
Peregrine Connect Management Suite counterparts.



http://support.neuronesb.com/
https://www.peregrineconnect.com/demo/
http://www.neuronesb.com/support/downloads/NeuronChangeLog.pdf

Graphical Data Mapping

Overview

The Peregrine Connect Data Mapper is a new graphical tool that ships with Neuron ESB 3.7.5 to visually
create data maps from source document schema or sample to target document schema or sample. It

also serves as a tool to extract and define custom Neuron ESB Message properties used in Business
Processes, Workflows, Service Endpoints, and Adapters. A Data Map created using the Data Mapper is a

JSON structure. It contains the definition of the source and target documents and links between the

source fields/custom properties and target fields/custom properties. Environment variables and

constants can also be used in a Data Map.
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Peregrine Connect Data Mapper — Figure 1- Data Mapper with source and target documents loaded, fields selected, and

individual field transformations being tested (in green).

Data mapping is a crucial design step in data migration, data integration, and data transformation

projects. It includes mapping data fields from a source format to a target format. Every company deals

Asa Acson+

Add Acion +

d Action

Add Acton+

Save

with massive amounts of data coming from many sources. The data may reside in different formats, and

organizations need a powerful, user-friendly tool such as Peregrine Connect Data Mapper to map

between data formats. The Data Mapper accelerates the data mapping process and makes it user

friendly for business users. It enables businesses to extend their integration and automate/evolve their
business processes.



The Data Mapper provides an interactive user interface that simplifies configuring integrations between
XML, JSON, and CSV file data sources and targets. You can design your data mapping with the Data
Mapper Ul canvas and then execute the Data Map via the Neuron ESB runtime engine. Data Maps are
stored in the Neuron ESB Solution repository. They can be configured and executed at runtime from
Service Routing Tables, Business Processes, and Worfkflows.

Data maps can range from simple to complex based on the type of hierarchical data structure that
source or target schemas represent and the complexity of conversion rules that the target application
requires for successful data integration. Data maps can also include multiple source documents that will
be merged or joined prior to mapping the result to a target document.

With its drag and drop interface, the mapper can be used by non-technical users. Click and drag a source
field onto a target field and your mapping is done. If there is a need to apply additional rules on the
map, you can use the built-in functions to transform the data per your business rules. Built-in functions
include math, string, conditional, and type conversions.

The Peregrine Connect Data Mapper can be configured using either the Repository Menu option as
shown below or by double-clicking on a Data Mapper Process Step within a Neuron ESB Business Process
or Workflow. Both options will launch the visual Data Mapper.
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Neuron ESB Explorer — Figure 2- The upper picture depicts the new Data Mapper repository within the Neuron ESB Explorer while
the lower picture displays the new Data Mapper Process Step within a Business Process. A similar activity also exists for the

workflow designer.

The Peregrine Connect Data Mapper supports several exciting features with a focus on usability, some of

which are listed below:

e Endto end Testing of a Data Map

e Testing of individual Field Transformations
Library of Transformations

Expressions

Auto Mapping

Paging



https://www.peregrineconnect.com/documentation-kb/data-mapper-test-data-mapping-feature/
https://www.peregrineconnect.com/documentation-kb/data-mapper-one-source-to-one-target-field/
https://www.peregrineconnect.com/documentation-kb/data-mapper-transforming-source-or-target-data/
https://www.peregrineconnect.com/documentation-kb/data-mapper-applying-conditions-to-mappings/
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https://www.peregrineconnect.com/documentation-kb/data-mapper-paging/

You can learn more about the Peregrine Connect Data Mapper by visiting Data Mapper Documentation
site.

Containerization of Endpoints

Previous versions of Neuron ESB provided organizations a Microservice hosting model. However,
Neuron ESB 3.7.5 takes a giant step toward Microservice Deployment by supporting Containerization at
the endpoint level.
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Neuron ESB 3.7.5 has been built on the principal of SOA and Microservices. Hence it is the natural choice
to build Microservice-based APIs. In previous versions of Neuron ESB, organizations could easily create
REST APIs or SOAP-based services. However, in this release, they can now control the deployment
aspect of it as well. Using Neuron ESB 3.7.5, organizations can now choose to run a service (or group of
services) as a fully independent service that can be scaled in or out based on consumption using
platform services like Docker or Kubernetes.

Some organizations may deploy their applications in a Docker or Docker Swarm host or deploy them to
the Kubernetes service. The Neuron ESB runtime and Endpoint Hosts can be deployed individually in
Docker to Windows containers on Windows (WCOW). The Neuron ESB database is also capable of being
hosted in a Docker container. Neuron ESB 3.7.5 includes an SQLExpress Docker container image for
development and testing purposes. However, in production scenarios, organizations are expected to
bring their SQL server setup (container or without container) to host the Neuron ESB database. A
RabbitMQ container image is also made available with Neuron ESB 3.7.5 to support the Event Processor
and Neuron ESB Rabbit MQ based Topics.


https://www.peregrineconnect.com/documentation/docs-data-mapper/
https://www.peregrineconnect.com/documentation/docs-data-mapper/

Running Neuron ESB in Docker requires additional configuration to Deployment Groups, Endpoint Hosts,
Database Settings, and Security Credentials. Once the solution is configured to run in Docker, the
generate Docker files menu option in the File Menu of the Neuron ESB Explorer can be used to generate
Docker Compose files from the Neuron ESB Solution. The Docker Compose files can then be deployed to
Docker to run a Neuron ESB image that is pulled from Docker Hub.

Neuron Solution

To support the containerization of endpoints, a few new objects have been added to the Neuron
ESBSolution. These need to be configured in Neuron ESB Explorer if running Neuron ESB in containers.

Deployment Groups

The “Docker” tab will be visible if the Deployment Group has the “Run in Docker” option
enabled. Almost all the configuration for running in Docker is done at the Deployment Group level.
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Neuron ESB Explorer — Figure 3- New Docker Container settings have been added to the Deployment Groups. Settings exist on
both the General and Docker tabs.



The “Run in Docker” option will cause Docker Compose files to be generated for the

selected Deployment Group and any Endpoint Host that runs in the Deployment Group when the

“Generate Docker Files” option is clicked in Neuron ESB Explorer’s “File” drop down menu.

There is a drop-down box on the General tab of the Deployment Group to choose which version of

Windows Server the desired Docker Host will run on. The correct version must be selected for the

correct image to be downloaded at runtime. Another drop-down box shows the Docker Deployment

mode with two choices: Docker Desktop and Docker Swarm. If this selection is Docker Swarm, certain

features under the Docker tab such as allocated memory and allocated cores are not enabled. If the
Docker NAT Network is to be used, the check box “Using Docker NAT Network” should be enabled. The

Docker NAT Network is the default network that is installed with Docker on Windows.

Once the General tab is configured, there should only be one machine listed as an ESB Server under the
Machines tab of the Deployment Group as shown below. The ESB Service container’s hostname will be
the solution's name without spaces in the generated Docker Compose files. This name should be

entered as the machine name.
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Neuron ESB Explorer — Figure 4- When configuring for Docker deployment there should only be one machine listed as an ESB

Server. The machine name will be the name of the solution without spaces in the generated Docker Compose files.




Docker Settings

A new tab called “Docker” has been added to Neuron Explorer that is only visible if the Deployment

Group’s “Run in Docker” setting is enabled.
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Neuron ESB Explorer — Figure 5- The Docker tab of the Deployment Group contains all the settings required for the container as

well as memory and cpu allocations for the ESB Service runtime.

Each setting within the Docker tab is described below:

e Logs Path: This is the directory path local to the Docker Host machine that log files generated by
the Neuron containers will be written to. The ESBService’s container will log to this path
utilizing the same naming pattern as running in a non-containerized environment. Endpoint
Host logs will reside in the same root directory as the ESBService container’s logs except, they
will be written to a subdirectory of that root directory called “EndpointHostLogs.”

o Allocated Memory: This is an integer value that will determine how many bytes
the ESBService container will be allocated for memory. For information on how to set the
Allocated Memory for an Endpoint Host, see the Endpoint Hosts section.

o Allocated Cores: This is an integer value that will determine how many processor cores will
be allocated to the ESBService container. For information on how to set the Allocated Cores for
an Endpoint Host, see the Endpoint Hosts section.



e Ports: These settings are the same as the port settings in the Zone section of Neuron
Explorer. These settings will override the Zone settings when running in a Docker
container. That means port settings are configurable by Deployment Group rather than on a
solution level when running containerized.

Note: If you reserved some ports from Hyper-V to run Neuron on Host also, you need to change
the ports in the solution to other values that are not reserved for use outside Hyper-V.

e Environment Configuration: These are the equivalent of the “appSettings.config” file found in
the Neuron Instance’s installation directory. For container configuration, you can override all the
settings shown here. Refer to the Neuron ESB Documentation for appsettings.

Also, there are two new tool strip buttons called “Edit Docker Hosts” and “Edit Added Users” that are

enabled on the Docker tab.
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Neuron ESB Explorer — Figure 6- The “Edit Docker Hosts” and “Edit Added Users” buttons have been added to facilitate Docker

configuration.

e Edit Docker Hosts: This is where the user should define each Docker Host’s machine
name. This is mainly used to determine which machines to query for the Endpoint Health
screen in Neuron Explorer.



o Edit Added Users: This is where users can define which credentials to add to the container
on startup. The credentials are defined in the Security area in Neuron Explorer. The only
type of credentials that can be added are “Windows Container” type credentials.

The purpose of adding these users to the container’s Windows Users and Groups is mainly for
connecting with Neuron Explorer in online mode. The Neuron credentials added to the list are added to
the chosen Windows Group (i.e., either “Users” or “Administrators”) inside the container.

Endpoint Hosts

One of the key advantages of running Neuron ESB in containers is that each Endpoint Host can run in
their own isolated, individual container. Organizations can assign any number of endpoints to an
Endpoint Host regardless of type. For Endpoint Hosts, there are two new settings defined when mapping
to deployment servers. The settings are “Allocated Cores” and “Allocated Memory.” The “Allocated
Cores” setting defines how many of the Docker Host machine’s cores are allocated to run the Endpoint
Host’s container when running on the mapped Docker Host machine for that Endpoint Host. “Allocated
Memory” is how much memory will be available, in GB, to the Endpoint Host container. The Docker
Compose file that is generated will contain these settings.
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Neuron ESB Explorer — Figure 7- Memory and CPU allocations for individual Endpoint Hosts that will be containerized are

allocated at the Endpoint Host level.

Database

A few new options have been added to the Database settings in Neuron ESB Explorer. These

are required because the database server hostname can be different when running in a container
alongside the Neuron ESB containers, as opposed to if the database server is runs on a different

machine than the Docker Host.



‘& Neuron ESE Explorer - DEFAULT - O X
File View Tools Help
[,,—] av @ Stopped - Q - Configure Server | Category Filter ~

‘You are working offline. C:\Users\scott, taketani\Desktop\DockerMNeuronSol W

Deployment ﬁ Databases

=l & Settings .
: e —
€R Zones 1
5 s Environments [|New E3 Delete | (% Hide Detail
(j Deployment Groups ﬁ | Name ‘ Server | Description |I
5 Endpoint Hosts b |§ NewonDE  host.docker.internal 61433
G enveeemeneverete ||| 13 R
= & Manage 3 |i NeuronDB1 .
| ) Databases
[ msmg 7 Apply () Cancel | Bindings Viewing Database neurondb - NeurorD8 | [J]
[T RabbitMQ
_ General Settings Security Dependendies
[ servers
Server Details Database Details
Server: ‘naurondb vl D Database: MeuronDB | | TestfCreate Edit
Authentication: (O Windows (@ SQL Server Description:
User name; ‘sa |

? Password: ‘=====“,“, |
| 7§ Messaging

Repositar: 5 -
g Pe Y Bypass settings validation on apply: O Use Alternate Creation Settings: [ |
il Connections Use Neuron Development Database Image:
Database Host:

@ Security Database Port: 51433

_\;&v Processes

Lr. Deployment

3 of 3 selected.

G.ﬁcﬁvit\d Ml # A B C D E F 6 H I J K L M N O P Q R 5 T U ¥ W X Y Z

Neuron ESB Explorer — Figure 8- Modifications have also been made to the Neuron ESB Database configuration to support

Docker containerization
Settings

e Server: This should be the name of the machine hosting the SQL Server instance (if running
in a container on a different host machine than Neuron, this should be the host machine’s
name and port, if not 1433, that was mapped from the SQL Server container to the host
machine).

e Authentication: The authentication method used for the desired SQL Server.

e Bypass Settings Validation on Apply: If enabled, when the Database settings are applied
using the “Apply” button in Neuron Explorer, the standard database settings validation is
skipped. This is useful when the SQL Server is unavailable when the settings are applied
(e.g., the container running the database server is not up).

e Use Neuron Development Database Image: see the section below on using the
development Neuron SQL Express image for details.

e Database: The name of the database to be used/created.



e Use Alternate Creation Settings: This enables different settings for the SQL Server host and
port when using the “Test/Create” button to create the database. This should be used in
the situation that the SQL Server hostname supplied in the “Server” text box is different
than what should be used to test/create the database from where Neuron Explorer is being
used. An example of this scenario would be that Neuron Explorer resides on machine “A”
while the SQL Server container and Neuron container are running on machine “B” in the
same instance of Docker. This is because the “Server” setting is used during runtime to
create the connection string that is used to communicate from the Neuron container to the
SQL Server container whereas the Alternate settings are used only when Neuron Explorer is
creating the database.

Creating the Database

Normally, database creation is done by Neuron ESB Explorer using the “Server” setting in the connection
string. This is fine when Neuron ESB Explorer can reach the database using the same connection

string as the Neuron ESB runtime. But suppose the runtime connection string differs from the
connection string used to create the database, as in the scenario described under “Use Alternate
Creation Settings” above. In that case, alternate settings need to be specified during database creation.

Also, when using the Development Neuron SQL Express image and running that image in the same
Docker container host, alternate settings may be necessary for database creation depending on the
version of Docker (versions below 2.4.0.0) since it is the same scenario described above.

After saving the database record, go to the deployment group and select this database. Then generate
Docker Files from the file menu. This will create a docker-compose file named like
<yourdeploymentgroup>_docker-composedb.yaml in the Neuron ESB Solution folder under

the “docker\<Deployment Group name>.

You need to host this container image before you can use it to Test/Create a database. For hosting that
image, you will need to run the following command.

docker-compose -f <yourdeploymentgroup>_docker-composedb.yaml up (Note: Change the file name
to the one that is generated for you.)

Using Development Neuron SQL Express Image

The purpose of the Development Neuron SQL Express image is to make it easier for developers to test a
Neuron ESB Solution running in a container. This setting, when enabled, will cause the database settings
to be automatically filled in when the “Apply” button is clicked in Neuron ESB Explorer. When the
Docker Compose files are generated, if the database being used by a Deployment Group has this setting
enabled, a Docker Compose file will be generated for a database container as well. This database
container will use a Neuron ESB supplied SQL Express image.

Note that the database itself must still be created once in the Development Neuron SQL Express
container. This can be accomplished by clicking the “Test/Create” button in Neuron ESB Explorer with
the database container running (and accessible by Neuron ESB Explorer). The database’s data files are



contained in the Neuron ESB Solution in the “docker\<Deployment Group name>\Database Files”
folder. When using the Neuron provided database container, the “Database Files” directory is mounted
in the container to the default directory that would normally contain the data files.

Also note that when using the Development Neuron SQL Express image, any changes made to the
specified database will be persisted (as well as any changes made to the SQL Express instance itself...e.g.
a login created to access the SQL instance will be persisted if the container is restarted).
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Neuron ESB Explorer — Figure 9- When using SQL Express, SQL Server security must be used.

Furthermore, the SA password will be what is set in the database’s settings in Neuron ESB

Explorer. The “Username” setting must be “sa”, and the “Password” will be stored in plain text in the
Docker Compose file for the Development Database container. This is a reason why the Development
Database should only be used in a development/test environment.

Security
A new credential type has been added to the “Credentials” area of the “Security” tab in Neuron ESB
Explorer. The following information in this section applies to a Neuron ESB instance running in a Docker

Container.

Credentials



The new credential type that was added is called “Windows Container”. This credential type can be
used when running Neuron ESB in a Docker container.
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Neuron ESB Explorer — Figure 10- The new “Windows Container” credential type has been added to the Credentials section of the

Neuron ESB Explorer.

The credential itself is a username and password. This credential type can be used for the following
purposes:

e Inan Access Control List to secure a Client Connector with HTTP Basic Authentication

e InaRole to secure access to the running Neuron Solution

e To add alocal Windows User/Administrator to a Neuron container’s underlying Windows
Operating System

Access Control Lists

Access Control Lists utilizing the “Windows Container” type credential can be used to secure a Client
Connector with HTTP Basic Authentication in the same manner as other credential types that
are allowed for Client Connector authentication.

Roles



By default, there are three Roles defined in a Neuron Solution: Administrators, Users, and

Everyone. These are the Roles used to secure access to the Neuron ESB Solution when running in a
container. Securing the Neuron ESB Solution will prevent unauthorized users from viewing and or
modifying the solution with Neuron ESB Explorer unless their credentials are added to the “Edit Added
Users” dialog in the Deployment Group Docker settings.

The way this works is that the selected credentials in the “Edit Added Users” dialog are added as either a
local user or administrator in the Neuron ESB Container’s underlying Windows Operating system. This
occurs when the ESB Service or Endpoint Host is starting in the Neuron ESB container.

Since the default Roles use the specified local Windows Groups, a user will only be able to connect to
the running solution if they know the username password combination of a credential that has been
added in the “Edit Added Users” dialog.

To connect to the running solution, users will need to specify the correct credential in Neuron ESB
Explorer’s connect dialog. Note that the “Domain” field should be the name of the container’s
hostname, which will be the name of the Neuron ESB Solution without spaces (if using

the generated Docker Compose files as is).

Client Connectors

When generating the Docker Compose files for a Neuron ESB Solution, any Client Connectors defined to
run will cause a port mapping to be added to the Compose file. Thus, the host’s port and the container’s
port will be the same (e.g., if the Client Connector URL is “http://0.0.0.0:8001/MyService” then a port
mapping of “8001:8001” will be added). This means that the Docker Host must have the defined port
for each Client Connector available.



# endpointhost for neuronesbdefaulthost
dockerneuronsolw_neuronesbdefaunlthost:
image: neuronesbperegrineconnect/neuronesb:localbuild 2019
entrypoint:
- /ProgramData/Microsoft/Windows/Start Menu/Programs/Startup/NeuronStartup.bat
- endpointhast
networks:
defaunlt:
aliases:
- dockernsuronsolw_neuronesbdefaulthost
env_file: staketani03_config.env
hostname: dockernsuronsolw_neuronesbdefaulthost
environment:
endpointHostName: Neuron ESB Default Host
bootStrapPort:
controlPort:
loglevel: INFO
logPath: c:\\app\\logs
esbhostName: dockernsuronsolw
HOSTNAME: dockerneuronsolw neurconesbdefaulthost
portSharingEnabled: "Trus"
IsSchednler: "False"
volumes :
- C:\Users\scott.taketani\Desktop\DockerNeuronSolW:C:\Users\scott. taketani\Desktop\DockerNeuronSolW
- Ci\Users\scott.taketani\Desktop\DockerNeuronSolW\docker\logs\EndpointHostLogs:C:\app\logs
— C:\Users\scott.taketani\Desktop\DockerNeuronSolW\docker\staketaniO3\Startup Scripts:C:\ProgramData‘\Microsoft\Windows\5tart Menu\Programs\Startup
- C:\Users\scott.taketani\Desktop\DockerNeuronSolW\docker\staketani03\Custom Assemblies:C:%\app\Custom Assemblies
i USETSASCOTT, aketani‘\Desktop\DockerNeuronSolW\docker\staketani0O3\Custom Pipelines:C:\app\Pipelines
ports:
- 8001:

cpu_count:
mem limit:
depends_on:
— "dockerneuronsolw"

Neuron ESB Explorer — Figure 11- An example of port mapping within the Compose file produced by the Neuron ESB Explorer.

In Docker Compose port mappings, the left side is the port that will be used on the Docker Host
machine, whereas the right side is the port that it gets mapped to in the container.

Security
Client Connector’s running in the Neuron ESB Containers can be secured using an Access Control List (for

HTTP Basic Authentication only), or a proxy can be stood up in front of the container if transport-level
security is desired. In the latter case, the proxy should terminate the TLS/SSL and pass the
request unencrypted to the Client Connector endpoint.

If the proxy is a container running in the same Docker Host and uses the same network adapter, the port
mapping for the Client Connector should be manually removed from the generated Docker Compose
file. In this use case, the proxy container has access to the internal Docker network and should forward
the request using the hostname of the container running the Client Connector and the Client
Connector’s port defined in its URL.

If the proxy is running on the Docker Host machine (not in a container), the listening port for the proxy
and port for the Client Connector must be different. The proxy should forward the request to

the Client Connector’s port, and the generated port mapping should remain as is in the Docker Compose
files.

Generate Docker Files

Overview
A new “File” menu option has been added in Neuron ESB Explorer that will automatically create the
necessary Docker Compose or Docker Swarm (Docker Service) files to run a Neuron Solution in Docker.
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Neuron ESB Explorer — Figure 12- Generating Docker files can be done directly from the menu within the Neuron ESB Explorer.

Generated Files
The necessary files generated from the “Generate Docker Files” feature will be located in the Neuron
ESB Solution’s “docker” directory. For each Deployment Group that has the “Run in Docker”

option enabled, a directory will be created in that “docker” directory. The files to run the Deployment

Group are contained within those directories.
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Neuron ESB Explorer — Figure 13- Generating Docker files are stored in the docker subfolder of the solution that is loaded within
the Neuron ESB Explorer.

There will be one main Docker Compose file for each Deployment Group. The name of the file will take
the name “<DeploymentGroupName>_docker-compose.yaml|”. This file contains the Docker
configuration that defines Neuron as a Docker service.

There will also be one “config.env” file for each Deployment Group. This file contains the information
found in the Docker Settings for the Deployment Group in the Environment Configuration property
grid. The information here will be passed into the Neuron ESB containers at runtime. In case of Swarm
deployment, this file will be prefixed with Swarm/

An Event Processor yaml file will be created per Deployment Group. The name of this file will be in the
form “<DeploymentGroupName>_EPS.yaml.” The Event Processor is used to insert information into the
Peregrine Connect Management Suite’s Elasticsearch data store, which the Management Suite uses for
reporting Neuron ESB runtime information. Therefore, if using the Event Processor in a container, the
container should be started before trying to start an environment from the Management Suite.



An optional file is also created if the database used by the Deployment Group is set to use the Neuron
ESB Development Database Image. This file will be used to deploy the Development Database if the
user has the option enabled on the database in Neuron ESB Explorer.
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Neuron ESB Explorer — Figure 14- There are three generated Docker files produced by the Neuron ESB Explorer depending on if
generating for Docker Desktop, Docker Swarm, or Kubernetes.

Ports

The ports that the Neuron ESB Solution needs are mapped to the Docker Hosts ports. This means that if
the Neuron ESB Solution is set to use a port, the port must be available on the Docker Host itself. Due to
the way Docker implements ingress to the containers, anything outside of the Docker Host can use the
Docker Host’s machine name and port number to connect to the container if that port is mapped.

For example, the bootstrap port for the Neuron ESB Service is 50000. To connect to the solution using
Neuron ESB Explorer’s connect feature (if connecting from a remote machine), the user should supply
the Docker Host’s machine name as the server, as well as the appropriate credentials (Users and
Administrators can be added through “Edit Added Users” in the Docker settings for the Deployment
Group in Neuron ESB Explorer).



In the same scenario, but instead of connecting from the Docker Host machine, the server name
provided to the connect feature can be “host.docker.internal”, the Docker Host’s machine name, or

“localhost.”

Service Routing Tables

Over the years of providing integrated solutions to a various of organizations, some common integration
scenarios have emerged. Neuron ESB now provides a zero-code solution for implementing these
scenarios using a new feature of Neuron ESB Client Connectors called Service Routing Tables.
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Neuron ESB Explorer — Figure 15- A Client Connector configured with a Service Routing Table. When a Service Routing Table is
selected, its high-level information (e.g., endpoint, type, and condition) is displayed in the grid below it. Double-clicking on the

grid will navigate the user to the Service Routing Table to view or edit.

Service Routing Tables are a powerful and simple alternative to using Business Processes to create pass-
thru and dynamic routing activities within an organization. Service Routing Tables provide a very low
latency way of implementing basic scenarios of mocking, mapping, and routing services without the
overhead of a Business Process. Though Business Processes are far more customizable, they have
overhead because of all the context available in the Business Process to customize message processing.



In a Service Routing Table, one or more service endpoints can be included and then the Service Routing
Table can be associated with a Client Connector. When configured this way, all calls to the Client
Connector are routed to the backend service endpoint configured in the Service Routing Table.

Some of the scenarios that can be configured using Service Routing Tables are listed below:

e Authorization and Access Control

e Dynamic Routing

e Message format conversion

e Stubbing / Mocking or Service virtualization
e Protocol Conversion

e Service Availability and Policy

e Blue-Green Deployment and Testing

e Maessage Enrichment / Content Masking
e Request Filtering

e URL Rewriting

e Message Transformation

Service Routing Tables are a powerful feature allowing organizations to perform complex operations
using a no-code approach. For example, new clients can use javascript friendly REST APIs to interoperate
with legacy WCF services or existing WCF clients can upgrade to new REST APIs without changing their
code. Other examples can encompass the use of OAuth Tokens and API keys. For instance, standard
Query strings like APl Keys could be automatically appended to a service endpoint or, route to different
endpoints or append alternative paths/query strings based on the scope in the incoming OAuth Token.
Countless opportunities exist because of the flexibility we built into the Service Routing Table feature.

Although the Service Routing Table functionality is designed as a simple and low latency solution while
providing for many real-life use cases, it may not cover every need. Therefore, it may not suit an
organization’s exact needs for the above use cases. In those outlier cases, configuring the Client
Connector with a Business Process and implementing the exact logic that’s needed may be the best
option. Business Processes provides the ultimate flexibility to manipulate the message and header with
a variety of useful steps, including custom C# code.

Configuring Routes

To configure a Service Routing Table, first Service Connectors must be added in your solution. When
Service Connectors are referenced with a Service Routing Table the Service Endpoint itself does not
need to be enabled nor does the Service Connector need to be enabled for Messaging. Internally, upon
startup of the solution, the Service Connector will not be “live”, e.g., hosted in either the ESB Service or
Neuron Endpoint Host process taking up valuable processing time or memory. These Service Connectors
are called inline within the Client Connector after the route is resolved.



Once Service Connectors have been added to the solution, they can be added to a Service Routing Table.
Select Service Routing Tables from the left-hand menu under Connections. Click the New button to get
to the screen shown below.
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Neuron ESB Explorer — Figure 16- A Service Routing Table located under Connections -> Endpoints. All Service Connectors will be
listed on the Available Endpoints window. All selected endpoints are listed in the right. Doubl- clicking, right-clicking or clicking
on the “Configure Endpoint” button will launch the Configure Endpoint dialog for the selected endpoint.

You can see the available Service Connectors under the Available Endpoints in the bottom portion of this
screen. From there move the Endpoints you want to include in the routing table using the >> arrow
button. You can also remove the Service Connectors by using << arrow button.

Condition Editor
A Service Routing Table can contain more than one service endpoint and multiple copies of the same

endpoint. The incoming message will be routed to the first service endpoint that satisfies the
Condition configured for the selected endpoint. S Clicking on the Conditions icon in the last column
titled Condition, the conditions editor can be opened.

Users can select from a variety of properties or even the incoming message body to check and the
condition to match in the first two drop downs. Whereas a free form expression to evaluate can be
entered in the third box and a join clause (AND, OR, or XOR) in the last dropdown box.
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Neuron ESB Explorer — Figure 17- Clicking the Conditions icon will launch the Edit Conditions dialog. Users can create complex
conditions that serve as routing rules for the individual endpoints within a Service Routing Table. The conditions are resolved at
runtime to determine which endpoint to route the incoming request to.

Once the service routing endpoints are added, each endpoint can be configured in the right-hand
Selected Endpoints box. Click configure endpoints to display the screen shown below.
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Neuron ESB Explorer — Figure 18- The Configure Routing Properties dialog launched for an endpoint within the Service Routing
Table. Here users can configure almost any property of the targeted endpoint using expressions, variables, static text, constants
in any combination thereof.

A big part of the flexibility that’s been built into the Service Routing Table feature is the ability to
configure almost every property of the Service Connector by using any combination of text,
Environment Variables, pieces of the original request body, incoming SOAP or HTTP Headers or HTTP
QueryStrings as well as the any part of the local path or even the original URL. In any property where
this is supported, users can view the available list of options by pressing the CTRL+Space key
combination on the keyboard. In the case of the Local Path property, users can either append to the
existing local path, add a new local path, or overwrite the existing URL of the Service Connector entirely.

For Dynamic Routing scenarios, users can add copies of the same Service Connector to the list of
Selected Endpoints and then provide a unique condition. The Configure Routing Properties dialog shown
above allows the user to apply completely different local paths or URL options to the same Service
Connector. In that case, they could do the same with HTTP headers and even send unique request
bodies.

REST Method or SOAP Action

If the selected service is a WCF or SOAP service, the SOAP Action will be the first field in the top row,
whereas if it is a REST service the first field in the top row will be Method. For a SOAP service, the SOAP
action is a required field, and for REST service, the Method is a required field.

Local Path

The second field is the local path. The local path may include a partial URL to be appended to the base
service URL or contain the full-service URL with the local path appended. In the local path and SOAP
Action, the CTRL+Space key combination can be used to select some token substitution as shown above.
These tokens and/or text can be concatenated to create the final property value.

Headers

Users can enter one or more key-value pairs in the headers section, and these headers will be added as
HTTP headers. When adding headers, users may use token substitution in the value column. Neuron ESB
Environment Variables, Neuron ESB Message properties, Constants, HTTP Query, and Header properties
will appear in the drop-down list. You can use the icons for + and x signs to add /remove key-value pairs
in this table.
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Neuron ESB Explorer — Figure 19- The Configure Routing Properties Dialog Headers tab. This is where HTTP Headers for the
outbound message can be configured and manipulated.

Body
Next, you can customize the message body. For example, you can choose to transform the incoming
message using a Data Map, or you may choose to compose a new message based on existing properties.

The Message body can be Form Body, x-www-form-urlencoded, or raw body. In case of first two
options, a grid of key-value pairs like the headers section will appear, whereas for raw body a choice of
Text, XML, or JSON in the drop-down will be presented. Users can also clear the Message body (if case
you are using the REST and GET method, this is required).

Optionally a request Data Map and a response Data Map can be applied to incoming / returned
messages. All the existing Data Maps in the solution will appear in the dropdown selection.
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() Form Body () x-www-form-urlencoded (e) Raw ¥ML O~ [] Clear Incoming Message Body
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Type in CTRL + SPACE to see list of available Environmental Variables and properties that can be used to dynamically set values.

|
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Neuron ESB Explorer — Figure 20- The Configure Routing Properties Dialog Body tab. This is where the incoming body can be
overwritten for the outbound request. Data maps for request/response can also be specified here.

Url Parameters (Query strings)
This is very similar to the Headers section. Key-value pairs entered here are appended to the service

endpoint URL as query strings in the format “?keyl=valuel&key2=value2” etc. Users can use token
substitution with various options to assign the value of query strings.
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Neuron ESB Explorer — Figure 21- The Configure Routing Properties Dialog Url Parameters tab. This is where Url Parameters can
be added or overwritten for the outbound request.

Test

Sometimes users need the Service Routing Table to return a canned response if the service endpoint it is
going to connect to is not yet available. This can be useful if there is a need to mock out services in a
specific environment where the service itself is unavailable, or a need to unit test against specific
message bodies expected to be returned by the service. In that case, the Test tab can be used to define
a test response to be returned instead of calling the service endpoint configured.

Users can disable or enable this feature by selecting an option from the drop-down box. However, a
Neuron ESB Environment Variable can also be used to configure the Enable/Disable feature. This can be
useful for instance if the Test feature should be enabled in one environment (e.g., TEST/QA) but not
enabled in the Production environment. Users can use the dynamic token substitution to construct the
message body.
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REST Method POST -

Local Path: | [finance/billing

Type in Ctrl + SPACE to see list of Environment Variables and urls of existing Service
Endpoints that can be referenced in the format {$variable_name}

Headers Body Url Parameters Test Setitings

Enabled: |FALSE ~ | Format: |JSON  ~
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Type in CTRL + SPACE to see list of available Environmental Variables and properties that can be used to dynamically set values

-i{
“id": {#HTTPQuery.CustID},
“firsthame” : "ABC",
“lastMame" : "Limited",
“address”: "Address Detail",
“note”: "Mote detail here”,
“orderDate": "2020-01-20T10:30:20Z",
“items" 1 [

"name™ "Product Name 1",
"description” : "Product description one”,
"cost" : 11,11,
"price" : 19.99
b

I

o

Neuron ESB Explorer — Figure 22- The Configure Routing Properties Dialog Test tab. This allows users to mock the response for
service. When enabled, the underlying service to be routed to will not be called. Instead, the body within the test window will be

returned as the response. The Enabled property can be configured with an Environment Variable.

Performance and Audit Settings

On the last tab of configuring the service endpoint, users can choose to Audit requests, responses, or
failures during the execution of the Service Routing Table. Users can also adjust the value of pool size
and timeout depending on load and performance requirements.

Creating a connection pool provides low latency because of the savings in overhead of creating the
service connection. However, too many service pool connections can exhaust TCP connections on the
server, so the pool size must be balanced against the maximum number of open connections. Pool
timeout lets users control how long the request can wait to get a pooled connection when the server is
too busy.
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Local Path: |.|"ﬁnance,"bi||ing

Type in Ctrl + SPACE to see list of Environment Variables and urls of existing Service
Endpoints that can be referenced in the format {Svariable_name}

Headers Body Url Parameters Test Setttings
Performance and message audit settings for the endpoint

Max Pool Size: |1 b Pool Timeout: | 00:00:01.00 3

Enable auditing: [ | Request [] Response [ ] Failures

Neuron ESB Explorer — Figure 23- The Configure Routing Properties Dialog Settings tab. This allows users to Audit the request,
response and/or failures that occur. Tuning of the auditing service can also be configured here.

Neuron ESB is a zero-code solution for many common use cases in the implementation of Service-
Oriented Architecture. Neuron ESB features are distilled and tuned from years of experience and
customer feedback. Service Routing Tables add brand new capabilities with a few clicks to enable low
latency high-performance SOA solutions. To learn more, check out the training/tutorials and
documentation at http://PeregrineConnect.com.

Wiretap Tracing Neuron ESB Messages

Frequently, it is necessary to capture the in-flight messages for testing and debugging purposes. In some
other cases, its required for specific business activity monitoring in real-time. The existing Neuron ESB
capabilities can be done by rewiring the Business Process to include the message Audit process step.
Alternatively, the solution can be configured for verbose logging to capture some of these details. A
third option for WCF services is to use WCF Tracing. These options are useful in development and test
environments, but they are not recommended for production time tracing.

Neuron ESB version 3.7.5 adds capabilities for capturing in-flight messages into searchable Elastic Search
Index when used in connection with the Peregrine Connect Management Suite. In Service Oriented

Architecture, this capability is referred to as Wiretap pattern. This has been added because some
customers need this capability to be turned on and off in production without modifying the configured
solution and restarting the Neuron ESB runtime service. Also, auditing and tracing everything can grind
performance to a halt. The Wiretap capability offers a solution to this requirement. The Wiretap Tracing
can be turned on or off for specific periods of time and for specific steps/points in a Business Process or
Service Route Table.


http://peregrineconnect.com/

This feature is only available when a Client Connector is calling a Business Process directly or is
configured with a Service Routing Table. A configuration file is created using the new Trace
Configuration Utility. The configuration file specifies exactly what messages to capture and how much
detail to capture for these messages.

Users may specify which Client Connectors to include for wiretapping and for how long. Along with each
Client Connector, the exact points in the process or service route where to capture the messages can be
specified. In addition, conditions can be added, user defined custom properties to extract from
messages, schema, and sample document. The captured messages are stored in an Elastic Search Index
that is setup when the Peregrine Connect Management Suite Environment for the Neuron ESB instance
is configured. These messages can later be searched and analyzed using various data analysis tools.
Users can even add their own extension assembly, which will receive wiretapped messages. In this
assembly, users may modify or forward messages to other enterprise monitoring systems.

The following sections show how quickly tracing can be setup for one or more Client Connectors. Tracing
provides many options that can be fine tune with what and how much to capture. The result of the
configuration is saved into a configuration file in the current Neuron ESB Instance folder. This
configuration is also referred to as the Tracking Profile.

Basic Wiretap configuration

Basic Wiretap configuration to capture messages for Client Connector is straightforward. Launch the
TraceConfigurationTool.exe from the Neuron ESB Instance Folder. The tool reads the currently
configured solution and loads Client Connectors defined in the solution for configuration.

For basic configuration the radio button For All Tracepoints is selected under Configuration. With this
setup,

Users can simply specify start date/time, end date/time and select the Client Connectors they want to
trace by adding the plus button in the grid under Trace Points(s). Request, response, failure or any
combination thereof can be selected.

If updating an existing configuration and the start and end dates need to change, the values can be
changed on the date & time boxes in the top row and click update dates to update dates on all the
selected Trace Points.



Tracking Profile

Peregrine Connect Tracing Configuration Tool — Figure 24- Basic Configuration of Wiretap Tracking Profile. This tool is launched
from the Instance directory of the Neuron ESB installation.

Adding a Client Connector

Highlight the Client Connector to add for Tracking and click Ok. For each client connector, select
checkboxes to trace requests, response, or failures in the first part of the grid on the left-hand side of
the screen below.



Tracking Profile

Peregrine Connect Tracing Configuration Tool — Figure 25- Selecting a Client Connector for Tracking Profile. This tool is launched
from the Instance directory of the Neuron ESB installation.

Configuring Wiretap for Business Processes
A more detailed configuration can be used to capture messages based on conditions or at specific points
in the associated Business Process.

Selecting the Custom for each Tracepoint Radio button allows the entities associated with the Client
Connector to be configured for message tracking. If the Client Connector is associated with a Service
Routing Table, the selection is restricted to the service endpoints in the Service Routing Table. If the
Client Connector is associated with a Business Process, the selection shows all the major Process steps in
the Business Process. The major Process steps include the following:

e Adapter Endpoint
e Service Endpoint
e Data Mapper

e  XSLT Transform

e Execute Process
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Peregrine Connect Tracing Configuration Tool — Figure 26- Selecting Process Steps in a Business Process for Tracking Profile. This
tool is launched from the Instance directory of the Neuron ESB installation.
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Peregrine Connect Tracing Configuration Tool — Figure 27- Configuring details for the Tracking Profile. This tool is launched from

the Instance directory of the Neuron ESB installation.
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Each Process step can be configured whether to capture messages from Request, Response or Failure. If
needed all of them can be captured by addomg multiple entries for each Process step and change the
Direction radio button to Request, Response, or Failure. What to capture can be specified using the
checkboxes to indicate capturing body, http headers, query strings, etc. Capture only the minimum
needed so as control the size of the indexes and save storage space.

Customize what to capture
When body is selected, a further selection path can be provided from the message using XPath or JSON.

Only parts of the message body that are selected by the XPath or JSON Path specified. To aid in creating
the selection path, a tool is provided for visually selecting the XPath or JSON Path from sample

message/schema.

Path Selection Wizard
ir

Peregrine Connect Tracing Configuration Tool — Figure 28- Configuring details for the Tracking Profile Steps — Selection Path for
the Body. This tool is launched from the Instance directory of the Neuron ESB installation.

Add conditions for tracking
Using the Conditions tab under the expanded details of service endpoint for tracking, one or more
conditions can be specified. Only messages that satisfy the condition will be stored in the tracking

index.

| *.
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Peregrine Connect Tracing Configuration Tool — Figure 29- Configuring details for the Tracking Profile Steps — Conditions for
capturing. This tool is launched from the Instance directory of the Neuron ESB installation.

Add custom specific properties
Using Custom Properties allows the capture of specific items into its own entry in the tracking index.
Using Custom Properties this way makes it easy to analyze data out of the index searches.

|#
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Peregrine Connect Tracing Configuration Tool — Figure 30- Configuring details for the Tracking Profile Steps — Custom Properties
to capture. This tool is launched from the Instance directory of the Neuron ESB installation.

Associate schema and sample document

When a schema and sample document is associated with the captured message, the unstructured data
in the message body can be used along with the schema by using advanced analysis tools like Kibana
and Logstash. An additional extension for Business Activity Monitoring is coming soon, and it will utilize
this information to provide visual data analysis.

|



Tracking Profile

Peregrine Connect Tracing Configuration Tool — Figure 31- Configuring details for the Tracking Profile Steps — Associate
Schema/Document. This tool is launched from the Instance directory of the Neuron ESB installation.

Wire up your custom extension

A custom extension can be added to capture and modify the message that is logged. This is useful for
compliance scenarios. The captured messages will be run through the extension before being logged.
This way the extension can scrub or mask the private information if desired (e.g., credit card numbers,
social security numbers, etc.). Refer to Wiretap Extension whitepaper for more details.

L4
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Peregrine Connect Tracing Configuration Tool — Figure 32- Configuring details for the Tracking Profile Steps — Custom Extension.
This tool is launched from the Instance directory of the Neuron ESB installation.

Configuring Wiretap for Service Routing Tables

For Service Routing Tables, the configuration is similar except that capture requests/responses or
failures can be captured for each service endpoint in the Service Routing Table associated with the
selected Client Connector.

Editing Wiretap configuration

When opening the TraceConfiguration Utility from the instance folder, it opens the configured wiretap
configuration. The dates may be changed, Client Connectors may be added/removed, and configuration
properties can be changed and save. If starting from scratch, find and delete the Trace configuration file
in the instance folder. By default, this file is located under the wiretapcollection folder. The exact
location is based on the setting in appsettings.config file in the instance folder.

After that, when you TraceConfiguration Utility, a new configuration is created.

Either the Endpoint Host or the Client Connectors previously configured will have to be restarted after
any changes to the configuration.

Enable / Disable Wiretap

To disable or enable this functionality, either change the start and end dates on each Client Connector
or delete the configuration file. Either the Endpoint Host or the Client Connectors previously configured
will have to be restarted after any changes to the configuration.

|



Wiretap load considerations

The Wiretap feature should be used with a limited time and for selected number of Client Connectors as
needed. Since processing all the tracked messages consumes processor, memory, bandwidth, the load,
message size, and latency requirements must be considered when using this method of tracing
messages. Do not use this method for auditing messages regularly. For that purpose, use the Audit
process step or the Audit functionality on the Service Routing Table settings.

Viewing Captured Wiretap information
The information captured using the Wiretap feature is stored into Elastic Search Indexes named

DeploymentGroup_Application_Machine_Instance_tracepointmessagewrapper_mmddyyyy

You can use a tool such as Elastic Search Head to query these indexes, as shown in the screens below.
Elastic Search Head is a Google Chrome extension that you can download and point to your Elastic
Search Server.
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Elasticsearch  ntoiiocaiosts200/

Overview || Indices | Browser | Structured Query [+] | Any Request [+]

Browser [Retrosh ]

All Indices v Searched 4 of 4 shards. 22 hits. 0.001 seconds

Inpices _index _type  _id score A FireInstanceld
monitoring-es-7-2021.03.30 dev_features3 7_5_t ia04_default_t 04042021 _doc HZINZUWADIAQ4. corp.neudesic.ne637530533058566148637530874114174352 HZINZUWADIAO4.corp.neudesic.ne6375305330585661486375308
monitering-es-7-2021.03.31 dev_features3_7_5_} ia04_default_tr _04042021 _doc HZINZUWADIAQ4. corp.neudesic.ne637530533058566148637530874114174350 HZINZUWADIAO4.corp.neudesic.ne6375305330585661486375308
monitoring-es-7-2021.04.01 dev_features3_7_5_t ia04_default_tr 04042021 _doc HZINZUWADIAQ4. corp.neudesic.ne637530533058566148637530874114174360 HZINZUWADIAO4.corp.neudesic.ne6375305330585661486375308
monitoring-es-7-2021.04.02 dev_features3_7_5_t ia04_default_tr _04042021 _doc HZINZUWADIAQ4. corp.neudesic.ne637531373947517379637531737939140420 HZINZUWADIAO4.corp.neudesic.ne6375313739475173796375317
monitoring-es-7-2021.04.03 dev_features3_7_5_hzinzuwadia04_default_tracepointmessagenrapper 04042021 . ic. HZINZUWADIAG4 corp.neudesic.ne6375313739475173796375317
monitoring-es-7-2021.04.04 dev_features3 7_5_hzinzuwadia04_default_trad p79637531737939140424 HZINZUWADIAQ4.corp.neudesic.ne6375313739475173796375317
.monitering-es-7-2021.04.05 dev_features3_7_5_hzinzuwadia04_default_trad 70637531737930140426 HZINZUWADIAO4.corp.neudesic.ne6375313739475173796375317
monitering-es-7-2021.04.06 dev_features3_7_5_hzinzuwadia04_default_trad S 70637531737930140427 HZINZUWADIAO4.corp.neudesic.ne6375313739475173796375317

dev_correlatedjoinworkflow_hzinzuwadia04_default_latest dev_features3_7_5_hzinzuwadia04_default_trad
dev_correlatedjoinworkflow_hzinzuwadia04_default_logen  dev_features3_7_5_hzinzuwadia04_default_trad
dev_correlatedjoinwerkflow_hzinzuwadia04_default_logen dey_features3_7_5_hzinzuwadia04_default_trad
dev_correlatedjoinworkflow_hzinzuwadia04_default_remol [TV e s
dev_correlatedjoinworkflon_hzinzuwadia04_default_servic gey | 751 I T
dev_correlatedjoinworkflow_hzinzuwadia04_default_servic
dev_features3_7_5_hzinzuwadia04_default_latestservices
dev_features3_: hzinzuwadia04_default_logentry_032¢

HZINZUWADIAO4.corp.neudesic.ne6375313739475173796375317
HZINZUWADIAC4.corp.neudesic.ne6375305330585661486375308
HZINZUWADIAQ4.corp.neudesic.ne6375305330585661486375308

dev_features3_7_5_hzinzuwadia04_default_trad
dev_features3_7_5_hzinzuwadiad4_default_trad
dev_features3_7_5_hzinzuwadia04_default_trad

HZINZUWADIAQ4.corp.neudesic.ne6375305330585661486375308
HZINZUWADIAO4.corp.neudesic.ne6375305330585661485375308
HZINZUWADIAG4.corp.neudesic.ne6375305330585661486375308

T T 04 et luontr oapr (e-features3_7_S_heinzuwadia04_default_trad W 70637531737939140421 HZINZUWADIAQ4.corp.neudesic.ne6375313739475173736375317
ev_features: zinzuwadia rault_logent g N : ’ -
= = . e —ogentry dev_features3_7_5_hzinzuwadia04_default_trad 2 70637531737930140423 HZINZUWADIAO4 corp.neudesic ne6375313739475173706375317
dev_features3_7_5_hzinzuwadia04_default_logentry_033 ; e

. dev_features3_7_5_hzinzuwadia04_default_trad o 70637531737930140425 HZINZUWADIAQ4.corp.neudesic.ne6375313739475173796375317
dev_features3_7_5_hzinzuwadial4_default_logentry 040! - . i
o —— dev_features3_7_5_hzinzuwadia04_default_trad ol w Group. 70637531737939140428 HZINZUWADIAQ4.corp.neudesic.ne6375313739475173796375317

hzinzuwadia04_default_logentry_040:

dev_features3_7_5_hzinzuwadia04_default_logentry_o040: \ctualFireTimeUtc’
dev_features3_7_5_heinzuwadia04_default_logentry_o40; dev_features3 7.5 hzinzuwadiad4_default_trad g f
dev_features3_7_5_hzinzuwadia04_default_logentry_odo; dev_features3 7_5_hzinzuwadia04_default_trad
dev_features3_
dev_features3 7.
dev_features3_:
dev_features3_
dev_features3 7.
dev_features3_:
dev_features3_
dev_features3 7.
dev_features3_:
dev_features3
dev_features3 7.
dev_features3_:
dev_features3_
dev_features3_
dev_features3_:
dev_features3_7.
dev_features3_
dev_features3_:
dev_features3_7.
dev_features3_
dev_features3_:
dev_features3_7.
dev_features3

cheduledFireTimeUtc SOt 79637531737939140429

dev_features3_7_5_hzinzuwadia04_default_trad :

HZINZUWADIAO4.corp.neudesic.ne6375313739475173796375317
HZINZUWADIAO4.corp.neudesic.ne6375313739475173796375317

HZINZUWADIAQ4.corp.neudesic.ne6375313739475173796375317

[N ORI ORI ORI . [SSITRrSupuR OO SR IR |

79637521737939140432
hzinzuwadia04_default_machineresou | i
hzinzuwadia04_default_machineresou e
hzinzuwadia04_default_machineresou i

hzinzuwadia04_default_machineresou
hzinzuwadia04_default_machineresou
hzinzuwadia04_default_machineresou
hzinzuwadia04_default_machineresou
hzinzuwadia04_default_machineresou
hzinzuwadia04_default_messagewrap
hzinzuwadia04_default_messagewrap
hzinzuwadiad4_default_messagenrap
hzinzuwadia04_default_messagewrap
hzinzuwadia04_default_messagewrap
hzinzuwadiad4_default_remoteclients
hzinzuwadia04_default_remoteclients
hzinzuwadia04_default_schedulerhistc
hzinzuwadiad4_default_schedulerhistc
hzinzuwadia04_default_schedulerhistc
hzinzuwadia04_default_schedulerhistc
hzinzuwadiad4_default_schedulerhistc
hzinzuwadia04_default_servicerate_0.
hzinzuwadia04_default_servicerate_0.
hzinzuwadiad+_default_servicerate_0

juler.Jobs.

esi
c n
“JobDataMap": { }

Elastic Search Head — Figure 33- Viewing captured messages using Elastic Search Head.



Client-Side OAuth Providers

Previously, securing access to Neuron Client Connectors relied on the options offered by WCF, such as
Basic, NTLM, Windows, Digest, and Certificate based authentication. Modern REST services use new
standards called Open ID connect and OAuth for access control and authorization. These standards are
cross-platform and cross-application standards providing great interoperability in both Intranet and
Extranet environments.

Now the Neuron ESB client connectors with REST binding have an option to secure them with an OAuth
provider. The OAuth providers can be any of the popular identity providers such as Azure, Amazon,
Google, Okta, Thinktecture identity server, etc.

When a Client Connector is secured with OAuth, every caller needs to obtain a token from the Identity
Provider and include that in the Authorization Header in the format Bearer <token>. The Neuron ESB
runtime validates this token and makes the token as well as Application Id and Consumer Id available in
the message context as custom HTTP headers. These properties can then be used in Neuron ESB
Business Process to make decisions based on them.

If you are using Peregrine Connect Management Suite, the built-in Peregrine Connect OAuth Provider
can be used. If using this provider, the only thing that needs to be configured in the Neuron ESB Explorer
solution is the OAuth Provider property on the Client Connector tab. This property should be set to
“Peregrine Connect” as shown below. After that, the rest of the OAuth configuration is done within the
Peregrine Connect Management Suite. The details for that setup can be found in the APl management
section of Peregrine Connect Management Suite 1.1.



https://www.peregrineconnect.com/article/peregrine-connect-management-suite-1-1-released/
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Neuron ESB Explorer — Figure 34- A Client Connector’s OAuth Property drop-down box. By default, populated with “Peregrine
Connect” OAuth Provider. If other providers are configured within the Security section of the Neuron ESB Explorer, they will be

displayed here.

The following sections detail how an external OAuth provider other than Peregrine Connect can be
provisioned.

Adding or Editing an External OAuth Provider

An external client mode OAuth Provider must be added before it can be used to secure a Client
Connector. This can be done by navigating to the Security section of the Neuron ESB Explorer and then
selecting the OAuth Providers menu under the Authentication section. The screen below displays the
fields and options for a selected client mode OAuth provider. NOTE: service mode OAuth Providers has
been available since version 3.6 of Neuron ESB. The documentation for service mode OAuth providers

can be found here:

https://www.peregrineconnect.com/article/introducing-oauth-support/

In the screen below, start with changing the radio button for Provider mode to client and then select the
provider from the drop-down box as shown. There are three options for Azure, AWS, and Thinktecture
Identity Server respectively.


https://www.peregrineconnect.com/article/introducing-oauth-support/

Azure and AWS are special because they add some tweaks to the OAuth implementation. In case of
Azure there is an additional policy configuration for Business to Consumer websites. In the case of AWS,
there is no provision for Introspection Endpoint. The Thinktecture Identity Server provider is the most
generic implementation, and it works with many other providers such as Okta, Google, etc., including
the on-premise implementation of the open-source Thinktecture Identity Server.
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Neuron ESB Explorer — Figure 35- The configuration properties for the client mode Thinktecture Identity Server OAuth Provider
are displayed in the right-hand side grid.

A name, description, and category can be assigned to the external OAuth provider like all other Neuron
ESB artifacts. The remainder of the configuration properties for the providers can be found in the grid

below.
Field Name Description Applies To
Issuer URL This is the URL that will identify All providers

your unique provider in Azure,
AWS or any other Generic cloud
base identity server provider and



APl Resource Name

JSON Web Keyset

Policy

App Id

App Secret

Introspection URL

Use JSON Web Key

the Identity Server Host in case of
On-premise server.

This is the unique name assigned
to one or more client connectors
group that you are secure with
the same scheme. Also known as
application name.

Set of public keys to be used for
decrypting encrypted messages
by the OAuth server with their
private key. This value can be
generally downloaded from the
well-known endpoint of the Issuer
URL. When you click ... the button
next to the field value, you can
open the dialog box to copy this
value from. Example screen shot
is shown below.

In the case of Azure Active
Directory B2C this is an additional
setting to identify your
subscription.

App Id and App Secret are used to
validate token using the
Introspection method. Consult
Identity Server documentation for
details.

This is the URL used by Neuron
Runtime to validate the token
that is presented in the
Authorization Header.

When set to true, Neuron
Runtime will not validate using
Introspection URL but rather use
the JSON Web key to validate

All providers

All providers

Only Azure

Only Thinktecture Identity
Server

Only Thinktecture Identity
Server

Only Thinktecture Identity
Server

Only Thinktecture Identity
Server



token. Works in scenarios where
Neuron runtime doesn’t have
Internet Access.

Edit OAuth Config *
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Neuron ESB Explorer — Figure 36- The JSON Web Keyset Dialog. This is launched when editing the JSON Web Keyset property of a
client mode OAuth Provider.

Testing External OAuth Provider
The external OAuth provider can be tested by using the Test button, as shown below.
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Neuron ESB Explorer — Figure 37- Client mode OAuth Test Dialog. This is launched when clicking the Test button. An OAuth Token

can be retrieved and validated.

On the “Get Token” tab, a client id, client secret, and token endpoint from the provider must be entered
so that a token can be issued and returned using the first part of the above screen and clicking the Test
button. Once the token is returned, it will be visible in the Token property window shown below.



“H Test Client OAuth Provider %
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Token:

“token_type™: "Bearer”,
“expires_in" 3599,
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Neuron ESB Explorer — Figure 38- Client mode OAuth Test Dialog. This is launched when clicking the Test button. An OAuth Token
can be retrieved and validated. The Get Token Tab is where the Token is retrieved to when clicking the Test button.

To validate the token, copy the token’s text from the Token property window, navigate to the “Validate
Token” tab, and paste the contents of the token into the “Encoded Token” text box, and the decoded
text of the token will appear in the “Decoded Token” text box below it.
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provider and use that for testing get token functionality.

Neuron ESB Explorer — Figure 39- Client mode OAuth Test Dialog. This is launched when clicking the Test button. An OAuth Token
can be retrieved and validated. The Validate Token Tab is where the Token can be decoded.

Using OAuth Provider with Client Connector

Once a client mode OAuth Provider has been configured it can be assigned to a Client Connector.
Having a REST binding with Security Model set to “None” or “Transport None” is a pre-condition to use
an OAuth provider with a Client Connector.

Assigning OAuth Provider

The following screen displays the Client Connector portion of the Service Endpoint Screen to select the
OAuth provider. The OAuth provider box will show all the configured OAuth providers and built-in
Peregrine Connect OAuth Provider. Do not select the Peregrine Connect OAuth provider if the Peregrine
Connect Management Suite is not being used.

Select the OAuth provider, apply and save the Service Endpoint.
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Neuron ESB Explorer — Figure 40- Client mode OAuth Provider being selected for a Client Connector.

Removing or changing OAuth Provider

To remove the OAuth provider associated with the Client Connector, change the drop-down box to no
selection select another OAuth provider. Remember if the OAuth provider is changed, the consumers of
Client Connectors will have to change the way they obtain their tokens.

Using Tokens in Business Process
Neuron ESB runtime places three new headers in the HTTP Headers of the ESBMessage that is passed on
into the business process. They are Token, Consumerld, and OAuthAppld.

Read Token contents
The structure of the token may vary slightly based on the provider. Test your implementation to get the

exact structure. The following shows a typical OAuth token.

"nbf": 1617456481,

"exp": 1648560481,



"iss": "http://hzinzuwadia04:8080/authsvc",
"aud": "Portal",

"client_id": "clientforesbservices",

"jti": "C18704D59E3C6DAF2E9A0346B9ADC12A",
"iat": 1617456481,

"scope": [

"Portal"

}

Implement Logic based on Scopes

The values of the token contents, Consumer Id, and App Id can then be used in Business Process steps to
check their contents and make decisions based on the Token Contents, Consumer Id, or App Id. In
addition, the Tokencontains scopes and audience. These properties can be checked to restrict certain
steps of the Business Process or filter the results based on some security rule.

Client OAuth Samples

To make Client-Side OAuth easier to understand, Neuron ESB Ships with a new sample demonstrates the
ability to use Client-Side OAuth Providers. The sample is comprehensive in that it walks the user through
configuration and setup as well as accessing the Token information within a Business Process. The
sample can be accessed through the Sample Browser of the Neuron ESB Explorer. Its documentation can
be found here:

https://www.peregrineconnect.com/documentation-kb/securing-client-connectors-with-oauth-sample/

Business Process Scheduling
An exciting new feature that ships with the Neuron ESB 3.7.5 in conjunction with the Peregrine Connect

Management Suite 1.1 is the Job Scheduler. The Peregrine Management Suite Job Scheduler uses the

Quartz job scheduling framework (https://www.quartz-scheduler.net/documentation/) that lets

organizations schedule Neuron ESB Business Processes to be executed later, either just once or
periodically. In the Job Scheduler, users can add new jobs, triggers, remove old ones, and create
complex schedules for executing any job. Examples are e.g., tasks that run daily, every other Friday at
7:30 p.m., or only on the last day of every month or year. When the Job Scheduler is stopped due to an
unexpected event, it will store the jobs in the Neuron ESB database. They will also survive Job Scheduler
and runtime restarts and maintain their state. When the Job Scheduler is restarted, it will run all the jobs
it should have run while it offline.


https://www.peregrineconnect.com/documentation-kb/securing-client-connectors-with-oauth-sample/
https://www.peregrineconnect.com/article/peregrine-connect-management-suite-1-1-released/
https://www.peregrineconnect.com/article/peregrine-connect-management-suite-1-1-released/
https://www.quartz-scheduler.net/documentation/

The Job Scheduler includes several features, including

e Support for Custom Jobs

e Scheduling any Business Process

e Reporting History

e (Calendars

e Triggers

o CRON expressions

e Passing Messages and custom data to Jobs

While the Peregrine Connect Management Suite is used to configure Business Processes to run as
scheduled Jobs, the actual runtime for the Scheduler is shipped with Neuron ESB 3.7.5 in the form of a
special, dedicated Neuron Endpoint Host named “Peregrine Scheduler.” This Endpoint Host cannot be
deleted, but it can be disabled.

Both Neuron ESB 3.7.5 and the Peregrine Connect Management Suite are required to use the new Job
Scheduler functionality.
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Neuron ESB Explorer — Figure 41- Endpoint Host screen displaying the Peregrine Scheduler. This is the runtime host for the Job

Scheduler. All Jobs configured using the Peregrine Connect Management Suite are executed within this Host.

It is often a requirement of integration that data sources be queried for updated information regularly.

This can be for many reasons, and most developers can think of at least three right off the top of their

head.

Neuron ESB ships with a number of adapters and allows for the development of custom adapters. When

used in conjunction with their polling and availability functionality, can easily accomplish this task.

However, what happens when you wish to have the same polling on a schedule functionality for web

services? What about when you need to have an adapter stop polling on specific days such as holidays

and don’t want to shut down the adapter manually? This is where the Job Scheduler comes into play

and provides you the flexibility and functionality to address these scenarios.

The Job Scheduler allows any Business Process within a Neuron ESB solution can be scheduled as a Job.

Scheduled Business Processes are not limited in functionality in any way, nor do they need to be

appended with a Cancel Process Step. That means that adapter and service endpoints can be called

within them. Even messages can be published to Topics and later processed by Workflows.
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Neuron ESB Explorer — Figure 42- Sample Business Process. There are no limitations to what a user can configure within a
Business Process for it to run as a scheduled job.

The Job Scheduler also injects custom properties and messages that can be defined at the Job level.
Once defined in the Job Scheduler, they can be accessed and modified at the Business Process level.
Information modified during the Business Process execution is accessible to subsequent executions of
the same Business Process job.

For instance, the code snippet below shows how a property named “ConnectionString” can be retrieved
from the Job Scheduler and used within a Business Process C# Process Step.

//Parse the value returned by web service
dynamic currencyObj = JObject.Parse (context.Data.Text);

Decimal AUDRate

System.Convert.ToDecimal (currencyObj.rates.AUD.Value) ;

Decimal USDRate

System.Convert.ToDecimal (currencyObj.rates.USD.Value) ;

Decimal GBPRate = System.Convert.ToDecimal (currencyObj.rates.GBP.Value);

Decimal CADRate System.Convert.ToDecimal (currencyObj.rates.CAD.Value) ;
string connString;

//Get the connection string from Job Data Map of Scheduler.

Context.Instance.Scheduler.Properties. TryGetValue ("ConnectionString",6 out
connString) ;

if (string.IsNullOrEmpty (connString))
throw new ApplicationException ("Connection String Job Property is required

to save currency data");

//Make the database call to save the data.

using (var conn = new SglConnection (connString))
//@"Server=.\SQLEXPRESS; Integrated Security=true;Database=JobSchedulingDemo;"))

var cmd = new SglCommand("insert into dbo.CurrencyRates (timestamp, Base,
Date, USD, AUD, CAD, GBP) values (@timestamp, @Base, @Date, @USD, @AUD, @CAD,
@GBP)", conn);



cmd.Parameters.AddWithValue ("@timestamp", DateTime.Now) ;
cmd.Parameters.AddWithValue ("@base", "EUR");
cmd.Parameters.AddWithValue ("@Date", DateTime.Now) ;

cmd.Parameters.Add ("@USD", System.Data.SglDbType.Decimal) .Value = USDRate;
cmd.Parameters.Add ("QAUD", System.Data.SglDbType.Decimal) .Value = AUDRate;
cmd.Parameters.Add ("@CAD", System.Data.SglDbType.Decimal) .Value = CADRate;

cmd.Parameters.Add ("@GBP", System.Data.SglDbType.Decimal) .Value = GBPRate;

conn.Open () ;

cmd.ExecuteNonQuery () ;

conn.Close () ;

Additionally, the properties of the last job run can be accessed and modified within a Business Process,
as shown below in the C# editor.
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Neuron ESB Explorer — Figure 43- The C# Code Editor within a Business Process. This uses IntelliSense to display the Scheduler
properties that are accessible within a Business Process. These properties can be accessed at runtime and modified so that their

new values are available to the Business Process on subsequent executions.

There are many reasons why users may want to modify the Job Properties or add a Job Property from a
scheduled Business Process. For example, in the previous code snippet the Last AUD rate could be
added as a custom property by adding it to context.Data.Scheduler.Properties as shown below.

context.Data.Scheduler.Properties["AUDRate"] = 2.45;

Taking this approach, the last AUD Rate would always be available to the Business Process anytime it

was executed.

The Job Scheduler is a powerful piece of technology shipping with Neuron ESB 3.7.5 and the Peregrine
Connect Management Suite. To learn more about the Job Scheduler, please review the Peregrine
Connect Management Suite Job Scheduler documentation and the samples we ship.

Rabbit MQ Quorum Queues

Neuron Topics using RabbitMQ as the transport now includes support for the Quorum queue type. The
Quorum queue type offers increased data safety and equal or better throughput for the underlying
topic’s queues when compared with classic, durable, mirrored queues.

Quorum queues are implemented by RabbitMQ using a durable, replicated FIFO queue based on the
Raft consensus algorithm (more information on Raft can be read here: https://raft.github.io/). They are
desirable when data safety is a top priority and should be used as the default option where replicated

queues are desired.


https://www.peregrineconnect.com/article/peregrine-connect-management-suite-1-1-released/#Job-Scheduling
https://www.peregrineconnect.com/article/peregrine-connect-management-suite-1-1-released/#Job-Scheduling
https://raft.github.io/

More information about RabbitMQ and their Quorum Queue implementation can be found here:

https://www.rabbitmg.com/quorum-queues.html

Requirements
1. A RabbitMQ server(s) with minimum version 3.8.0
2. A RabbitMQ cluster with at least 3 RabbitMQ nodes
3. A Neuron ESB installation with minimum version 3.7.5.327

Setting up the Neuron Solution
The following screenshot shows a new property for RabbitMQ Topics in the Networking tab called

“Quorum Queues.” By setting this property to true, Neuron will attempt to create the underlying
topic’s queues using the “x-queue-type” RabbitMQ argument set to “quorum” (as opposed to “classic”).
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Neuron ESB Explorer — Figure 44 - The network properties of the Rabbit MQ Topic are displayed. A new property called “Quorum

Queues” can be set to true or false. Default is false.

After enabling the Quorum Queues property, the properties “Quorum Initial Size” and “Delivery Limit”
will be shown, and the property “Time to Live” under the Publish section will be hidden (“Time to Live”

is not supported as of now for Quorum type queues):


https://www.rabbitmq.com/quorum-queues.html
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Quorum Queues

If true, Quorum Queues will be used. If this property is changed, itis highly recommended to check
that the queues for this topic are empty before applying and saving the solution. Changing and
saving this property while Neuron is running reguires a restart of the topic's RabbitMQ Publishing
service before connectivity is restored,
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Neuron ESB Explorer — Figure 45 - The network properties of the Rabbit MQ Topic are displayed. A new property called “Quorum
Queues” can be set to true or false. If set to True, two other properties become visible below it: Quorum Initial Size and Delivery

Limit.

New Quorum Queue Properties

Property Name

Description

Quorum
Queues

This setting determines if Quorum Queues will be used for the underlying Topic’s
RabbitMQ queues. This does not affect the type of queue used for the Dead Letter
Exchange. If a Quorum Queue is desired for the Neuron Instance’s Dead Letter
Exchange, the setting “UseQuorumQueueForDeadLletters” is found in

the appSettings.config file should be set to true.

Quorum Initial
Size

The number of nodes that will participate in the Quorum and the number of nodes that
the queues will be replicated to initially

Delivery Limit

Used for poison message handling. This is the number of attempts that will be
performed to redeliver a message if the first attempt to deliver fails. This is implemented
as a Queue Policy on the Neuron Topic’s underlying queues.




If the Quorum Queues property is changed, applied, and saved in a running Neuron Solution, the Neuron
Topic’s RabbitMQ Publishing service must be restarted either in Neuron Explorer’s Endpoint Health
page, or by restarting the entire ESB Service. Otherwise, any Neuron Parties subscribed to the topic

will remain disconnected and any Parties attempting to connect to the topic will not succeed. Any
messages published during this time will fail and be audited to the Failed Messages database table.

After changing queue types, restarting the Publishing service will cause the existing queues to be
deleted and recreated with the desired type if there are no messages still in the queue. If there are
messages in the queue, the queues will not be deleted, and the topic will fail to reconfigure. Therefore,
it is highly recommended to drain the queue before saving the Neuron Solution if the queue type has
changed (i.e., the “Quorum Queues” property was switched).

After performing the restart of the Publishing Service, any Neuron Parties that were disconnected
should now automatically reconnect.

Delivery Limit

The Delivery Limit mechanism is used for poison message handling in place of Time To Live. This
property is implemented in RabbitMQ as a Queue Policy (the policy property is called “delivery-
limit” and is of type Number). The creation and deletion of this policy is handled automatically by
Neuron and can’t be used for Classic type queues.

The format of the created policy’s name is as follows:
NEURON.<Neuron Instance Name>.<Topic Name>_DeliveryLimitPolicy

The policy’s definition only includes the “delivery-limit” property. The policy’s matching pattern (which
determines which queues to apply it to) is of the format:

NEURON.<Neuron Instance Name>.<Topic Name>_. *
There will be a policy created for every Quorum Queue type Neuron Topic.

Other Properties

All other properties should behave the same as when using classic type queues. Please see the
following article for more information on RabbitMQ Topics in

Neuron: https://www.peregrineconnect.com/article/rabbit-mg-topics/

Dead Letter Exchange

The Neuron Instance’s Dead Letter Exchange for RabbitMQ Topics can also be set to use a Quorum
Queue. Thisis not controlled by a Neuron Solution setting but rather an entry in

the appSettings.config file found in the Neuron Instance’s directory (default installation path:
“C:\Program Files\Neudesic\Neuron ESB v3\DEFAULT").


https://www.peregrineconnect.com/article/rabbit-mq-topics/

UseQuorumQueueForDeadLetters

This property determines if a Quorum Queue will be used for the Dead Letter Exchange. Unlike the
pro